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Abstract 

It has been recently discovered that the first neighbor shell of the CAS acceptor in AlxGai.xAs can be 
aligned in samples that have been grown by metalorganic molecular beam epitaxy. This alignment 
gives rise to a strong polarization dependence of the vibrational absorption bands assigned to CAS 

and also to the CAS-H complexes that are formed when the CAS is passivated by H. Here, results are 
presented for the decay kinetics of the growth-induced alignment upon thermal annealing. The decay 
kinetics provide a novel source of information about the diffusion of CAS in AlxGai_xAs and permit 
values of the diffusion coefficient to be determined that are too small to be measured by mass- 
transport methods. 

Introduction 

Carbon occupies an As sublattice site in epitaxial GaAs and AlxGai-xAs alloys where it acts as a 
shallow acceptor. It can be incorporated at concentrations up to 1021 cm"3 from the metalorganic 
precursors or dopant gases used during growth by metalorganic molecular beam epitaxy (MOMBE) 
or metalorganic chemical vapor deposition (MOCVD).[l] An attractive feature of CAS as a p-type 
dopant is the small value of its diffusion coefficient. [2-5] We have recently discovered that the first 
neighbor shell of CAS can be aligned following growth by MOMBE. [6] In this paper, measurements 
of the annealing kinetics of this growth-induced alignment are reported. The annealing kinetics can 
be related to the motion of CAS and provide a means to determine the diffusion coefficient for the 
small values that occur at low temperatures (500°C to 625°C). 

Our probe of the alignment of the first neighbor shell of CAS is the polarization dependence of the 
vibrational absorption bands due to CAS and CAS-H when the carbon is passivated by H. The 
vibrational mode of CA» in GaAs at 582.8 cm"1 has been studied extensively. [7] Isotopic fine 
structure due to 69Ga and 71Ga nearest neighbors has been observed and confirms the mode 
assignment and site location. [7,8] The situation in AlxGai_xAs has been more complicated. Ono and 
Furuhata [9] observed seven vibrational bands in the region 570 to 650 cm"1 that they attributed to 
the vibrations of CA*. These bands are due to carbon atoms with different possible combinations of 
Ga and Al first neighbors.[6,10,ll] The complicated spectrum of carbon in the alloy has only 
recently been assigned to the modes of CAS with specific first neighbor configurations. [6] 

The H-stretching vibrations of CAS passivated by hydrogen have been used as a probe of CAS 

acceptors with different combinations of Ga and Al neighbors by Pritchard et al. [11] Table I lists the 
absorption bands attributed to the H-stretching modes of CAS-H complexes in AlxGai.xAs epilayers. 
Pritchard et al [11] noted that the four bands with the highest frequencies have approximately equal 
separations but that there is then a much larger frequency shift to the fifth band at 2558 cm' 
Further, local-density-functional calculations show that the C-Al bond is stronger and shorter than 
the C-Ga bond.[l 1,12]  Accordingly, Pritchard et al. [11] proposed that hydrogen atoms would be 
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(0 A© configuration 
(cm"1) (cm"1) 
2636 0 Ga3C-H-Ga 
2626 -10 AlGa2C-H-Ga 
2618 -8 Al2GaC-H-Ga 
2608 -10 Al3C-H-Ga 
2558 -50 AI3C-H-AI 

incorporated preferentially between C and Ga atoms, and that hydrogen atoms would only interupt 
CAS-AI bonds for CAS atoms with four Al neighbors. Thus the four bands with nearly the same 
separations in frequency correspond to the CAS-H complexes for which the CM atom has one or more 
Ga nearest neighbors. A larger shift to the fifth band at lowest frequency (2558 cm"1) occurs when 
the H interupts a C^-Al bond for configurations with four Al nearest neighbors. The assignments 
made to first neighbor shell configurations are also given in Table I. 

Table I. The frequencies of CAs-H complexes in 
AlxGai.xAs with different first neighbor shell 
configurations,Al„Ga4.„. The successive shifts in 
the vibrational frequency, Am, as Al atoms are 
added to the first neighbor shell and the 
configuration are given. Data and assignments 
are from Pritchard et al.fJJJ 

Defect alignments are usually produced by an externally applied stress and have often been used 
to determine the symmetry and reorientation kinetics of a defect center. [13] Here, a growth-induced 
alignment will be used similarly to determine defect properties. It has been found previously that a 
few low symmetry defect complexes are aligned following epitaxial crystal growth. [14-19] The 
growth-induced alignment to be described here is similar to previous work [17-19] if the CAS 

impurity in AlxGai.xAs and its first neighbor shell are thought of as a low symmetry defect complex. 
An explanation of the alignment of a defect following epitaxial growth was first proposed by 
Skolnick et al. who had studied a family of luminescence bands observed in epitaxial GaAs grown by 
MBE.[14] The emitted light was found to be polarized along a particular <110> direction for as- 
grown samples. This was a surprising result because the different <110> directions are 
crystallographically equivalent in the bulk of the crystal. Skolnick et al. noted that the equivalence 
of the <110> directions is broken at the growth surface.[14] Consider a (001) As-terminated 
surface. All of the As-Ga bonds below the surface are along a particular <110> direction, say the 
[110]. All of the As-Ga bonds that will be formed above the As terminated surface will be along the 
perpendicular [110] direction. This inequivalence of the <110> directions is reinforced by 
reconstruction of the surface and by step growth. To explain the growth-induced alignment it was 
proposed that a low symmetry defect becomes aligned at the growth surface where the <110> 
directions are inequivalent and that its alignment is maintained as the defect is incorporated into the 
growing epitaxial layer. We note that the stresses near the surface of the growing epitaxial layer that 
arise from surface reconstruction might cause the alignment of the CA* atom's first neighbor shell 
that we have observed because the CAS-AI bonds are shorter than the C As-Ga bonds. 

Experiment 

Carbon-doped AlxGai_xAs epitaxial layers were grown by MOMBE on semi-insulating GaAs 
substrates in a Varian Gas Source Modular Gen II. The Ga and As source gases were 
trimethylgallium (TMG) and arsine, and the Al source gas was either triethylaluminum (TEA1) or 
trimethylamine alane (TMAA1). The substrate growth temperature was 500°C and the carbon was 
introduced by the TMG. The acceptor concentration was determined from Hall measurements. 

Infrared absorption spectra were measured with a Bomem DA3.16 Fourier transform 
spectrometer operated at a resolution of 2 cm-1. The spectrometer was equipped with an InSb 
detector for the spectral region between 1800 and 3200 cm-1 and with a Si composite bolometer for 
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the region between 400 and 750 cm"1. The incident light was polarized with a wire-grid polarizer. 
The absorption measurements were made with the samples cooled to liquid He temperature. 

To study the decay of the growth-induced alignment, samples were placed face down on a GaAs 
wafer to prevent As loss and annealed in flowing N2. To introduce hydrogen into samples, they 
were annealed for 1 hr at 440°C in a sealed ampoule that contained 2/3 atm of H2 gas. To insure 
that the anneals in H2 did not affect the defect alignment, a sample was annealed at 450°C in H2 for 8 
hr as a test. Infrared measurements showed that the growth-induced alignment had not decayed 
during this anneal in H2. 

Annealing kinetics and the diffusion of CAS 

The hydrogen-stretching spectra, measured with light polarized along [110] and [110] directions, 
are shown in Fig. 1 for a carbon-doped Alo.i6Gao.84As sample that had been annealed in H2 to 
produce CA,-H complexes. The 2628, 2618, and 2610 cm"1 bands that are observed have been 
assigned to the AlGa2CAs-H-Ga, Al2GaCAs-H-Ga, and Al3CAs-H-Ga complexes, respectively.fi 1] 
The intensities of the H-stretching bands are polarization dependent. The vibrational bands near 600 
cm"1 due to CAS have also been studied and show a corresponding polarization dependence. [6,20] 
(We have found that roughly 5 to 10% of the C is passivated in as-grown AlxGai-xAs samples and 
that 25 to 30% is passivated in H2 treated samples. Thus, the spectra of both CAS and CAS-H can be 
measured for the same sample.) A convenient measure of the polarization dependence of an 
absorption band is the dichroism "D defined as, 

V 
a,,„ +a, 

(1) 

where the a's are the absorption coefficients for the polarization directions given by the subscripts. 
The polarization dependence of the vibrational absorption is explained by CAS and CAS-H 

complexes with first neighbor shells that have been aligned by the epitaxial growth process as is 
shown in Fig. 2 for the first neighbor configuration with two Al atoms and two Ga atoms. The Ga 
first neighbors lie preferentially in a specific {110} plane in the as-grown layer and the Al neighbors 
lie in a perpendicular {110} plane. When the CAS is passivated by H, the CAS-H complexes are also 
aligned because the H preferentially interupts the CAs-Ga bonds. Here we use the CAS-H modes as a 

0.0004 

fi   0.0002 
o 
.a 
< 

2590 2610 2630 
Frequency (cm-1) 

2650 

Fig. 1. (a) H-stretching spectra, 
measured with light polarized along 
the [110] and [110] directions in 
the (001) growth plane for an 
Alo.HsGao.sjAs epilayer with NA = 
1.2xl019 cm3. The sample was 
annealed at 450 °C in H2for 60 min 
to introduce hydrogen. The inset 
shows the (001) surface and the 
polarization directions for the 
incident light. 
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[110] 

Fig. 2. An aligned Al2Ga2CAs complex (left). The Ga atoms (shaded) lie along the [110] direction. 
The Al atoms (unshaded) lie along the [ 110] direction. The CAS atom is shown black. When the 
CAS is passivated by hydrogen, the H interupts a CAS-Gü bond, giving rise to an aligned CAS-H 

complex (right). 

probe of the alignment of the first neighbor shell of CM in our annealing experiments.    The 
vibrational modes of CAS give similar results for the annealing of the growth-induced alignment. 

The results of isothermal annealing experiments for the dichroism observed for the 2618 cm'1 

band assigned to the Al2Ga2CAs-H complex are shown in Fig. 3. For the annealing temperatures and 
times used, the concentrations of Al„Ga4.„CAs centers are decreased by about 10% while the 
dichroisms are completely eliminated. The polarization dependence of all of the hydrogen 
vibrational bands observed in this sample show similar annealing behavior. [20] The data for each 
temperature gives a time constant for the decay of the growth-induced alignment. A simple model is 
used to relate this time constant for the decay of alignment to the diffusion coefficient of carbon. It 
is assumed that the atomic motion by which the alignment is lost is a carbon jump from one As site 
to another. We consider a carbon atom with a single Al neighbor to which we assume it remains 
bound during the jump process. For this case, it is straightforward to show that the dichroism obeys 
the following relationship: 

where, 
Z> = Z?0exp[-4t/T] 

T = To exp(EA/kT). 

(2a) 

(2b) 

Here x is the time constant for a jump from a specific As site adjacent to the Al to another. This 
simple model explains the loss of alignment that occurs upon annealing while conserving the 
concentrations of Al„Ga4-„CAs defects. If the jump of the carbon from one As site adjacent to the Al 
to another is taken to be approximately a diffusion jump, then the diffusion coefficient for CAS can be 
written as, 

D = a7T, (3) 

where a = 4.00 Ä is the jump distance between neighboring As-sites. It has been proposed that the 
carbon diffusion jump occurs by an As; kick-out mechanism.[5,21] However, it is not necessary to 
specify the mechanism for the jump to estimate the diffusion coefficient from our results; only the 
time constant and distance for the CAS jump are required. 
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Fig. 3. Isothermal annealing data 
for the dichroism associated with the 
2618 cm' band assigned to the 
AhGa2CAs-H complex. In these 
experiments, the sample is heat- 
treated in N2 at the temperature 
shown CQ to eliminate the 
alignment. Subsequently, hydrogen 
is added at a lower temperature so 
that the CAS-H complexes can be 
used as a probe of the alignment 
that remains following the anneal in 
N2. 

Values of the diffusion coefficient, determined with Eq. (3) from the annealing data shown in 
Fig. 3 and from an isochronal annealing experiment performed at 625°C [20], are plotted in Fig. 4. 
Values of the CA, diffusion coefficient determined previously for As-rich conditions by Chiu et al. 
[4] and by You et al. [5] are also shown. (Ga-rich conditions give rise to slower CA* diffusion. [5]) 
The values of D determined here and the values determined previously at higher temperatures are fit 
well by a single line. This result justifies our initial assumption that the loss of the growth-induced 
alignment is due to a diffusion jump of the CA*. It should also be noted that the diffusion of Al, 
which might also cause the alignment to decay, has been determined previously [5,22] and is slower 
than would be consistent with the rate of alignment loss we have measured. The fit to the data 
shown in Fig. 4 corresponds to the following relationship for the diffusion coefficient of CAS: 

D = 2.6 x 10'3 exp(-2.87 eV / kT) cm2/s. (4) 
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Fig. 4.  Diffusion coefficient for CAs 
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This relationship is in good agreement with previous determinations made from the high temperature 
data shown in Fig. 4 that gave activation energies of 2.8 eV (ref. 4) and 3.13 eV (ref. 5) for the 
diffusion coefficient of CAS measured under As-rich conditions. 
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Abstract Three photoluminescence(PL) bands have been observed below the band-gap energy 

in Si (5-doped AlxGa!_xAs(x=0.35) when excited with an Ar+-ion laser. The PL band at the 

highest photon energy region can be assigned to a band-to-acceptor(BA) transition (say band I), 

and the two lower would be donor-acceptor (DA) transitions (band II and III), respectively. The' 

shape, of PL band I is well fitted to a transition theory including an alloy effect and an electron 

confinement effect due to the 6-doping. The. shapes of band II and III are well fitted to the 

configuration-coordinate model. After analysis, the Huang-Rhys factors S are evaluated to be 

less than 0.6 for two bands. It shows the weak electron-phonon interaction. The temperature 

dependencies of the peaks of the three bands show similar tendencies as those for the bandgap. 

A remakable finding is that thermal quenching energies of three PL bands reveal nearly the 

same amount, about 90 meV, in the higher temperature range. These two facts imply that the 

initial states of the three PL bands are commonly from the bottom of the conduction band. 

The idea is supported by the fact that the energy difference between the L band edge and 

the F band edge is close to 90 meV for this alloy. Accordingly, we may tentavely propose the 

model of three bands. Namely, the final state of the band I is the Csi acceptor, the SiAs acceptor 

for band II. However, the model of the band III is a deep acceptor that has not been clarified yet. 

1.Introduction 
Silicon(Si) doped into AlGaAs forms various sorts of defects of an electrically active, shallow 

donor, a deep DX center[l] and a shallow acceptor of an anti-site SiAs [2], and complicated deep 

a.cceptors[3]. Photoluminescence(PL) spectra have been widely studied to characterize these 

defects. However the consensus of the model of deep PL spectra has not been achieved yet. 

Henning et al. studied a systematic deep PL of AlGaAs :Si and interpreted their results with 

DX center physics[4]. In contrast, a lot of experimental reports in the field of crystal growth 

have discussed deep acceptors as the origin of deep PL in AlGaAs:Si[3]. These spectra appear 

in a similar range of photon energy. This is our motivation to reinvestigate the deep PL in 

AlGaAs which appeared about 200 meV below the bandgap energy. In this article, we report 

the PL spectra measured in a wide range of temperature from 10 to 300K and an analysis based 

on the band-to-acceptor(BA) theory and the configurational coordinate(cc) model. 
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2.Experiment 
Si (Moped samples were grown by molecular beam epitaxy on a semi-insulating [100]-oriented 
Cr-doped GaAs substrate. The doping-level of the Si 6-layer was about 1012 cm-3. The sample 
was held in a closed-cycle refrigerator cooling down to 10 K. The sample was excited with an 
Ar+-ion laser operating at 514.5 nm and the PL spectra were dispersed by a JASCO double 
spectrometer equipped with a cooled photomultiplier. 

3.Results and discussion 

One of the PL spectra at 70 K is shown in Fig.l. Three emission bands are peaked at 1.985 eV, 
1.925 eV, 1.835 eV. respectively. They are denoted as bands I, II or III for convenience. The 
observed spectra are fitted well to suitable forms. We conclude that the band I is a band-to- 
acceptor(BA) radiative recombination based on the fitting analysis with a theoretical curve of 
the BA recombination including an alloying effect [4] and an electron confinement effect due to 
the Si 5-doping effect. The alloy broadening of the conduction band(CB) edge is approximated 
with a Gaussion density of states(DOS) of about 5-meV full width at half mamximum(FWHM). 
The dimensionality of the CB DOS is taken to be. 0.01(0.0 for two dimensional DOS). The fit is 
quite good in both lower and higher energy tails. A discrepancy of the fitting curve, however, 
is seen below the lower tail, which indicates the existence of another emission band. Actually 
this discrepancy disappears with increasing temperature. Finally the temperature dependent 
BA PL spectra were analysed throughout with this fitted curve. 

Next, bands II and III are fitted to the cc model using a Gaussian band shape. The best fit 
is shown in the inset of Fig. I. A precise analysis shows that both bands consist of zero, one, 
and two phonon vibronic states, where the zero phonon line dominates the other components. 
Consistently, as fitting parameters, the Huang-Rhys factor of band II and band III are 

1500 

•31200 

;900 

JJ600M 

300 

1.70 1.75 1.80 1.85 1.90 1.95 2.00 2.05 
Photon Enegy to (eV) 

Fig-1. Photoluminescence spectrum at 70 K. 
Band I is fitted to the modified band-to- 
acceptor recombination theory(see text) and 
bands II and III are fitted to the 
configuration coordinate model. The ZPL in 
the inset is a zero-phonon line. The other 
lines are one and two phonon lines(solid fine 
for band II and dotted fine for band III). 
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Fig-2. Temperature dependencies of the 
band-to-acceptor energy and the ZP 
transition energies the bands II and III. 
respectively. The top solid line is calculated 
using Varshni's form for this alloy 
composition and the other lines are with 
finite energy difference with each other. 
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estimated to be 0.24 and 0.6 by using the phonon energy of 24 meV. It is clearly shown that the 

electron-phonon interaction is weak. The phonon energy involved in this analysis is close to the 

optical phonon of GaAs of 23 meV at the L edge. The temperature dependence of PL bands II 

and III were analysed throughout with the same cc model. The width of the zero-phonon(ZP) 

line starts to increase as the temperature exceeds about 60 K. This result should be analysed 

in the weak coupling regime[5]. The result of analysis will be reported elsewhere. The effect of 

spacial distribution between the DA pairs would cause the width of ZP line. With this idea, 

the alloy broadening DOS of the BA PL is again analysed in the same cc regime. The result 

shows the Huang-Rhys factor of 0.007 and the same phonon energy of 24 meV. 

The band-gap energy calculated and peak energies, analysed in the preceding paragraph, of 

three PL bands are plotted in Fig.2 as a function of temperature. The former is an empirical 

plot of Varshni's form[3] arranged for this alloy composition. This result implies that the initial 

state for three different radiative, recombinations is more reasonably related to the CB edge 

than any other deep donor(DD) levels. If it would be caused by the DD-donor transition, the 

temperature dependence of its peak energy would be much changed, because of the combination 

of F, L, and X CB edges with finite weight. Thus, we may be convinced that it is due to the 

bottom of CB. 
Figure 3 shows the temperature, dependence of integrated intensities for three PL bands. 

The experimental data fit well to the empirical thermal quenching curves with three activation 

energies each other. The most prominent feature for three PL emissions at higher temperature 

region is that the thermal quenching energies are the same of about 90 meV. This is simply 

understood by the following idea, that the electron could be supplied from the same initial state. 
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Fig-3. Temperature dependence of 
integrated PL intensities. The solid lines 
are calculated by a usual thermal 
quenching form with three activation 
energies. Almost the same thermal 
quenching energy of about 90 meV is 
obtained at higher temperatures for three 
PL emissions. 
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Fig-4. Schematic presentation of a proposed 
PL mechanism. The thermal quenching at 
higher temperatures occurs through the non- 
radiative recombination of the T CB electron 
via the L CB edge. The electron-phonon 
interaction is weak for bands II and III so 
that it is removed for simplicity. The 
chemical species of acceptors are tentative. 
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It is already known that the BA transition is due to the CB electron, accordingly bands II 

and III also occur by the CB-associated electron and the final states are reduced to various 

sorts of acceptors. Most plausible models for these acceptors could be proposed from the 

comparison of experimental data for acceptors reported previously. Namely, band I(BA) and 

band II(DA) would be related to the CAs[7] and the SiAs [2] acceptors, respectively. The prob- 

able deep acceptor for band III may be the SiAs- VAS complex[4]. These are summerized in Fig.4. 

4. Conclusion 

The three PL bands of the Si 5-doped sample were studied in some detail. The initial states 

of the three radiative recombinations are supposed to lie commonly at the bottom of the 

conduction-band and the final states are acceptors with weak coupling. 
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Abstract. Three intrinsic defedts have been observed with magnetic circular dichroism of the 
absorption (MCDA) and MCDA-detected EPR (MCDA-EPR) in n-type Te-doped Alo.i6Gao.84As 
electron-irradiated at low temperatures. Two of them, Asm-Ill^ (nnn) and Vi, are similar to defects 
created by electron-irradiation in GaAs, the anti-structure pair (Asca-GaA^nnn)), an As antisite with 
a Ga antisite in the next nearest neighbour shell, and what is assumed to be a trigonally distorted Ga 
vacancy-related defect. Although the MCDA-EPR spectra of those two defects, ASH-HIAS (nnn) and 
Vi, are very similar to the MCDA-EPR spectra of their analogues in GaAs, their MCDA bands are 
shifted to higher energies in comparison to the bands in GaAs reflecting the increase of the band gap 
energy with Al concentration. The third defect, V2, has no analogue in electron-irradiated GaAs and 
was discriminated from Vi with MCDA-EPR experiments involving additional illumination. While 
its MCDA spectrum is similar to that of Vi, its MCDA-EPR spectrum is clearly different. From the 
annealing behavior of Vi and V2 monitored by MCDA-EPR it is proposed that V2 is also related to a 
cation vacancy either undistorted or only slightly distorted. 

Introduction 

Because of their fundamental role in the compensation of III-V semiconductor compounds, intrinsic 
defects, being either native or created by radiation damage, have been intensively investigated in the 
last few years. In the case of electron-irradiated GaAs, mainly defects introduced in the Gallium 
sublattice were observed, i.e. As-antisites and Ga-vacancies [1-3]. With electron paramagnetic 
resonance detected via the magnetic circular dichroism of the optical absorption (MCDA MCDA- 
EPR), MCDA-detected electron-nuclear double resonance (MCDA-ENDOR) and positron- 
annihilation spectroscopy (PAS), much information about their microscopic structure has been 
obtained over the last ten years [3-7]. However, for AlxGai_xAs alloys, the situation is quite 
different. Recent CV and DLTS measurements performed on proton-irradiated Alo.22Gao.7sAs 
(1 MeV) showed the existence of vacancy-like defects annealing out in a broad range of temperature 
above 250 K [8]. Little more is known about irradiation defects in AlxGai_xAs. In this paper we 
briefly present our most recent results concerning the structural investigation of intrinsic defects 
created by electron-irradiation in n-type Alo.i6Gao.84As. In particular, we show that for 16% Al 
concentration the defects introduced by electron-irradiation are essentially the same as those in semi- 
insulating and n-type electron-irradiated GaAs. The main difference is that a new Gallium vacancy- 
like defect has also been created, which is probably not distorted in contrast to the trigonally 
distorted Ga vacancy-related defect VGa (trigonal) in GaAs. 

Experiment 

The MCDA is the differential absorption of right and left circularly polarized light propagating in a 
direction parallel to an external magnetic field. It is usually described as a sum of two contributions, 
the paramagnetic and the diamagnetic parts. The former is proportional to the occupation difference 
of the Zeeman levels of the ground state of the defect. Its intensity is temperature dependent. By 
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reducing this occupation difference inducing magnetic dipole transitions, one decreases the intensity 
of the paramagnetic MCDA signal. This effect is used to detect EPR optically (MCDA-EPR). Its 
main advantages are the increased sensitivity in comparison to conventional EPR and the possibility 
of correlating the EPR spectrum of the defect with its optical properties. For further details about 
this technique see [9], 
The MCDA and MCDA-EPR experiments have been performed at 1.5 K in a K-band (24 GHz) 
spectrometer. A cooled Ge-detector has been used in the spectral range between 0.8 eV and 1.7 eV. 
Low-pass optical filters have been used to suppress second order effects of the monochromator. For 
the two-beam experiment, where the sample was exposed to white light additionally to the 
measurement light, a halogen lamp with a Si filter was used. The experimental setup is described in 
more details elsewhere [10]. 
The Te-doped AlxGai_xAs samples were grown with the liquid-phase epitaxy (LPE) technique by 
Hitachi Cable Co., Ltd. The substrate-free layers were about 200 urn thick. The Te-concentration 
was approximately 1018 cm"3. The electron-irradiation took place at 4.5 K in the van de Graaff 
accelerator ELIAS of the Institut für Festkörperforschung (IFF) in Jülich. After irradiation during 
transport and transfer into the spectrometer the samples were always kept at temperatures below 
77 K. The energy of the incident electrons was 2 MeV, the fluence 5xl017 cm"2. 

Results and discussion 

Since the samples used had a low Al content (x=0.16), the group VI donor Te did not form the so- 
called DX center [11]. This has been verified before [12], After electron-irradiation, a paramagnetic 
MCDA as shown in Figure 1(a), was detected. 

1 = 3/2, ah,= 2600 MHz 

AB.„ = 40mT 

g = 2.03 

1.0 1.2 1.4 
Energy (eV) 

1.6 
-+- 

600       700       800       900      1000 
Magnetic field (mT) 

(a) (b) 

Fig. 1: (a) MCDA spectrum of a Te-doped Alo.i6Gao.84As crystal (solid line), electron-irradiated at 
4.5 K and kept below 77 K. For comparison, the spectrum of the anti-structure pair in electron- 
irradiated n-GaAs (2 T and 1.5 K) is also shown (dashed line). The inset represents the zero phonon 
line (ZPL) and its replica of the anti-structure pair in GaAs. The two vertical dashed lines at 1.52 eV 
and 1.76 eV indicate the band edge of GaAs and Alo.i6Gao.84As, respectively, (b) MCDA-EPR 
spectra of the anti-structure pairs in Alo.i6Gao.84As (solid line) and GaAs (dashed line) measured at 
1.286 eV and 1.240 eV, respectively (microwave frequency 22 GHz, temperature 1.5 K). 

Its line shape is very similar to that of the anti-structure pair defect AsGa-GaAs(nnn) in GaAs. This 
defect had been called AsGa-X! before. Meanwhile, the Xi in the complex AsGa-Xi has been 
identified by MCDA-ENDOR experiments as a Ga^ antisite in the second (or next) nearest 
neighbour shell (nnn) of the AsGa antisite [3], The MCDA of the anti-structure pair in Alo.i6Gao.84As 
is shifted by 30 - 50 meV towards higher energy compared to that in GaAs. The MCDA band in 
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Alo.i6Gao.84As, however, does not 
show the zero phonon line (ZPL) 
that appears in the MCDA 
spectrum of the AsGa-GaAs(nnn) 
defect in GaAs (at about 1.13 eV) 
[3], The MCDA spectrum of 
electron-irradiated Alo.i6Gao.84As 
shows a shoulder at about 0.9 eV 
which is absent in the spectrum of 
the anti-structure pair in GaAs. 
Despite their somewhat different 
MCDA spectra (fig. la), the two 
defects have undistinguishable 
MCDA-EPR spectra as to g- 
factor, hyperfine (hf) splitting and 
line width (g = 2.03+0.01, 
ahf=2600 ± 70 MHz and 
ABi/2=40+lmT) (fig. lb). The 
four-line hf-split EPR spectrum 
with equal intensity and width for 
each   hf-line   is   a   characteristic 
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Fig. 2: MCDA-EPR spectra measured in Te-doped 
Alo.i6Gao.84As after electron-irradiation (1.5 K, 24 GHz and 
0.96 eV) (a) with measurement light only, (b) with additional 
white light. In (c) and (d) the two MCDA-EPR lines, of 
defects Vi and V2, respectively. The inset shows the MCDA- 
EPR spectrum of VGa (trigonal) in GaAs. 

finger print for one As nucleus 
having I = 3/2 and 100% abundance. The spin-lattice relaxation time (Tie) for the defect in 
Alo.i6Gao.84As (Tie = 2.4 s) at 1.5 K is also similar to that of the anti-structure pair in GaAs 
(Tie = 3.9 s). We conclude that the defect observed in electron-irradiated n-type Alo.i6Gao.84As is the 
analogue of the anti-structure pair in GaAs, i.e. an Asm-IIlAs(nnn) defect where III can be either Al 
or Ga. For short, we will refer to it as an anti-structure pair. Another similarity between the anti- 
structure pair in GaAs and AlxGai-xAs, is the fact that with additional illumination the MCDA band 
of the Asm-IIlAS(nnn) defect is partially quenchable. The signal intensity decreased by about 33% 
after illumination. This effect is more pronounced for monochromatic light of photon energies close 
to 1 eV. As for the AsGa-GaAs (nnn) 
defect in GaAs, this bleaching 
process is metastable for 
temperatures below 150 K [13]. 
We discuss now the two main 
differences between the spectrum 
observed in GaAs and the spectrum 
measured in AlxGai_xAs after 
electron-irradiation, which are the 
absence of the ZPL and of its 
phonon replica of the anti-structure 
pair and the shoulder at 0.9 eV. 
According to the interpretation of 
the MCDA band of the anti- 
structure pair in GaAs, the 
absorption transition that causes the 
ZPL in the MCDA spectrum is a 
photoionization from the 
paramagnetic state of the defect, 
(AsGa-GaAs(nnn))+, to an L-bound 
effective-mass type level resonant 
with the conduction band  [3].  A 

820 860 900 
Magnetic field (mT) 

Fig. 3: MCDA-EPR spectra of the V, and V2 defects and 
the simulated spectra. For Vi a prominent shf interaction of 
520 MHz with an As neighbour was assumed (trigonal 
distortion). For the V2 defect an undistorted symmetry and a 
shf interaction of 170 MHz with four equivalent As 
neighbours was assumed. For further details see text. 
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ZPL line and its phonon replica would 
be expected in Alo.i6Gao.84As near 
1.12 - 1.16 eV. However, it was not 
found there. A reason could be that it 
is extremely broadened. A probable 
cause for the broadening could be the 
presence of random strains in the 
sample. In fact, random strains have 
been invoked before to explain the 
lack of the characteristic ZPL of the 
EL2° defect in its optical absorption 
spectrum in GaAs samples grown by 
molecular beam epitaxy (MBE) at low 
temperatures [14]. For ALGai_xAs, 
such random strains would most 
probably be caused by alloy disorder. 
Another distinct feature in the MCDA 
spectrum of Alo.i6Gao.84As is the 
shoulder at 0.9 eV, which is not seen 
in the MCDA excitation spectrum of 
the EPR line of the anti-structure pair 
in Alo.i6Gao.84As (for the experimental 
method see ref [9]). An additional 
paramagnetic MCDA band is 
superimposed  to  that  of the  anti- 

1.1      1.2 
Energy (eV) 

Fig. 4: Comparison between the decomposed MCDA 
excitation spectra of the EPR of V2 (a) and Vi (b) defects in 
electron-irradiated Alo.i6Gao.84As and that of the trigonally- 
distorted gallium vacancy in GaAs (VGa(trig.)) (c). The small 
depression at approx. 0.9 eV is due to OH-absorption of the 
fused silica windows of the cryostat. 

structure pair. At a photon energy of about 0.96 eV, where the MCDA excitation spectrum of the 
anti-structure pair is zero, a new MCDA-EPR line has been observed (see figure 2, curve (a)). This 
new MCDA-EPR line has an asymmetric shape. In order to explain the asymmetric line shape of the 
new MCDA-EPR signal we conclude that it is a superposition of at least two lines. Therefore, we 
performed a two-beam experiment. In addition to the measurement light parallel to the optical axis 
of the spectrometer the sample was exposed to a white light beam (halogen lamp and Si filter) 
perpendicular to the optical axis. The idea was to influence the quasi-Fermi level of the sample with 
the additional illumination and to change the charge states of defects present in Alo.i6Gao.s4As. In 
figure 2, curve (b) the MCDA-EPR measured at a photon energy of 0.96 eV with additional 
illumination of the sample with white light is shown. The shape of the MCDA-EPR signal changed 
indeed upon additional illumination. The quenching effect of the MCDA-EPR signal accompanying 
the change of the line shape was reversible. Assuming a linear superposition of spectra, we 
decomposed the new asymmetric MCDA-EPR signal into two different MCDA-EPR lines from two 
different defects named Vi and V2 (figure 2, curves (c) and (d)). 
The MCDA-EPR line of Vi has a half width of ABm = 69 mT and a g value of g = 2.050 ± 0.005 
for B || [100]. For V2 the EPR parameters are AB1/2 = 43 mT and g = 2.048 ± 0.005. The EPR line 
of V2 has a gaussian shape and is isotropic within experimental error, whereas the EPR signal of Vi 
shows an unresolved hf structure which could be modeled with the assumption of a prominent hf 
interaction of A{ioo]/h = 520 MHz with a single 75As nucleus (see fig. 3, curve (a)). A line width of 
20 mT has been used for a single EPR line in order to take into account unresolved hf interactions 
with further neighbour nuclei. The depression in the middle of the EPR line of Vi is probably caused 
by an enhancement of the wings of the EPR line due to forbidden transitions because of the high 
microwave power used. This effect was also observed for the trigonally distorted Ga vacancy- 
related defect (VGa (trigonal)) in GaAs [4]. The line shape of V2 could be explained well with the 
assumption of a hf interaction with a tetrahedrally coordinated neighbour shell consisting of 4 
equivalent As atoms with a hf interaction of A[ioo]/h= 170 MHz (see fig. 3, curve (b)). The same 
width for a single EPR line of 20 mT has been used as for the modeling of the EPR spectrum of Vj. 
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A small deviation from the 
tetrahedral coordination of the first 
neighbour shell of V2 cannot be 
ruled out. From our MCDA-EPR 
investigations, it seems that V2 has a 
higher defect symmetry than Vi. 
The spin-lattice relaxation time Ti 
was measured to be approx. 0.2 s 
for both defects. With the 
measurement of the MCDA 
excitation spectra of Vi and V2 with 
and without the additional 
illumination, it was possible to 
discriminate the MCDA bands of Vi 
and V2 (see figure 4, curve (a) and 
(b)). The decomposition of the 
MCDA bands of Vi and V2 was 
performed analogously to the 
decomposition of the MCDA-EPR 
spectra (fig. 2 curves (c) and (d)). 
Fig. 5 depicts the annealing behavior 
of the three defects investigated. A 
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Fig. 5: Thermal stability of the electron-irradiation 
defects in Alo.i6Gao.84As measured after isochronal 
annealing (10 min per point) up to 300 K (left part of the 
graph) followed by isothermal annealing at RT (1 h each 
point, shaded area). Curve: (a) MCDA intensity of the 
anti-structure pair at 1.3 eV. Curve (b) total intensity of 
the superimposed MCDA-EPR line of Vi and V2 

measured at 0.96 eV (curve (a) in fig. 2). 

series of isochronal (10 min) annealings from 77 K to 300 K followed by isothermal annealings 
(T = 300 K) was performed. Curve (a) shows the behavior of the MCDA intensity of the anti- 
structure pair in Alo.i6Gao.84As. The intensity of the MCDA-EPR signal of the superposition of Vi 
and V2 is plotted in curve (b). Vi and V2 anneal out at room temperature (RT) whereas the MCDA 
intensity of the anti-structure pair increases. This increase is probably due to a shift of the Fermi 
level. The annealing behavior of Vi and V2 is similar. Also their MCDA bands and the spin lattice 
relaxation times are similar. Therefore, we conclude, despite of their different EPR spectra, that Vi 
and V2 are defects with a similar nature. 
A comparison of the properties of Vi with those of the VGa (trigonal) in GaAs, a gallium vacancy- 
related defect which is believed to be trigonally distorted [1,5], shows a close relationship of both 
defects. The EPR parameters of both defects for B || [100] are very similar: 

VGa (trigonal) in GaAs: g = 2.05, ABi/2 = 70 mT, hf structure with a single As nucleus: 
A[ioo]/h = 540 MHz, defect symmetry C3v 

■ Vi in Alo.isGao.84As: g = 2.05, ABi/2 = 69 mT, hf structure with a single As nucleus: 
A[ioo]//h = 520 MHz, defect symmetry probably C3v or Cn, 

Their annealing behaviors (VGa (trigonal) in GaAs decays at RT as expected for Ga vacancies [7]) 
and their spin lattice relaxation times are similar, too. Also the MCDA bands of both defects have 
similar spectral shapes (see fig. 4, curves (b) and (c)). However, the MCDA band of Vi is shifted to 
higher energy by approx. 0.22 eV comparable to the shift of the band gap energy with x = 0.16 
(0.242 eV at 1.5 K after [15]). From these comparisons, we conclude that Vi is the analogue defect 
VAi,Ga (trigonal) in Alo.i6Gao.84As to VG3 (trigonal) in GaAs. 
Assuming that the MCDA originates from transitions from the VAI^

273
' level to the valence bands 

[4], the shift of 0.22 eV shows that for Alo.i6Gao.84As, the level of the distorted vacancy VG3,AI
2/3

" is 
deeper in the gap (EVB + -0.65 eV) than for the Voa2"0" in GaAs (EVB + ~0.4 eV) following 
approximately the conduction band change. 
Because of the similar nature of Vi and V2, concluded before, we think that V2 is a Ga vacancy- 
related defect, too. The observation of a (nearly) undistorted Ga vacancy-related defect (Vi) raises 
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the question about the microscopic structure of both defects (Vi and V2). Up to now, we cannot 
decide whether this new, undistorted defect is special to AlxGai_xAs or if it is the truly isolated 
vacancy and the trigonal distortion of the other defect is related to an additional component in the 
defect complex. 

Summary 

We conclude that electron-irradiation at low temperatures produces essentially the same defects in 
n-type AlxGai-xAs, as in n-type and semi-insulating GaAs: the anti-structure pair ASHI-IIIAS (nnn) 
(where III is Ga or Al) and the trigonally distorted cation vacancy, VG3,AI- While for the latter the 
optical properties, reflected in the position of their MCDA band, are changed as a consequence of 
the larger band gap energy of AlxGai.xAs, their microscopic structure has not changed visibly in the 
alloy. A new cation vacancy related defect V2 was observed. Unlike the other vacancy VGa,/u, V2 
seems to show no large distortion. 
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Abstract. We have performed a comparative optically and electrically detected magnetic resonance 
study (ODMR and EDMR) on GaAs/AIGaAs heterostructures containing a 50 nm GaAs quantum- 
well codoped with Si and Be. The donor-acceptor-pair recombination serves as a sensitive detection 
channel for the ODMR. experiments and reveals the presence of Ga interstitials in the GaAs 
quantum well. The signals observed in EDMR depend sensitively on the chosen experimental 
conditions. Dependent on the localization of the recombination current in the heterostructure, two 
cases can be distinguished. Cr4+ as well as arsenic antisite defects are observed for conditions where 
the current is dominantly driven through the semiinsulating substrate, whereas Ga interstitials were 
detected for conditions including a recombination current in the quantum well. These results 
indicate the large potential of EDMR in view of a selective detection of defects in complicated 
sample structures. 

Introduction 

For the identification and analysis of defects in semiconductors electron paramagnetic resonance 
(EPR) has a long tradition. Despite of the tremendous success of conventional EPR investigations 
on defects in bulk semiconductors, the method has strong limitations for the application on epitaxial 
layers or quantum wells. The number of defects present in such structures are in most cases far 
below the detection limit of 10" spins/G linewidth. Two ways to overcome this drawback have been 
developed: optically and electrically detected magnetic resonance. Besides a drastically improved 
sensitivity both magnetic resonance techniques have further advantages in view of defect 
selectivity. The detection mechanism of ODMR is based on luminescence changes under magnetic 
resonance conditions so that the location of defects in a multilayer system can be related to the 
luminescent layer. EDMR on the other hand detects resonant changes in electronic transport 
properties such as photoconductivity. Therefore, defects detected by EDMR are located in or close 
to the conductive layers. Furthermore, EDMR is particularly suited to study the influence of 
paramagnetic defects on the performance of actual electronic devices. While ODMR is a well 
established technique, EDMR investigations have been reported mainly on elemental 
semiconductors and devices made of them. Here we present an exploratory investigation on 
AlGaAs/GaAs heterostructures. 
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Experimental 
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The layer sequence of the AlGaAs/GaAs 
heterostructure studied is shown in Fig. 1. 
The 50 nm thick GaAs film is co-doped with 
Si (lxlO16 cm"3) and Be (3xl016 cm"3). The 
co-doping is used to tailor the radiative 
lifetime in the layer: In order to perform 
ODMR measurements, in which one 
monitors a spin-flip-induced perturbation in 
the population of radiative species, it is 
convenient to use a luminescent process 
with rather small decay rates. In donor- 
acceptor pair recombination, electron and 
holes recombine via tunneling from the 
trapped impurity sites and the small overlap 
of the carrier wavefunctions yields radiative 
lifetimes of the order of 10"7s. A single        Fig- 1: LaYer sequence of the investigated 
quantum well was also inserted at a deeper sample. 
location (115 nm from the surface) in order to avoid a high level of carrier injection into the 
GaAs:D,A layer. 
For the EDMR investigations, electrodes were formed by alloying In droplets on top of the GaAs 
cap layer at 480°C for one minute. In this way, electrical contact to all layers in the structure could 
be achieved. 
The ODMR setup consists of a 4T-superconducting magnet (modified Oxford MD-4) and a 35 
GHz-microwave system. During the measurements, the sample as well as the resonator were 
immersed in pumped liquid helium (1.6 K) and the power was supplied by a GaAs Gunn diode 
(max. 100 mW). Luminescence was excited by an Ar+ laser (488 nm, 1 mW/cm2) and detected by a 
Si Photodiode (Hamamatsu Photonics). In order to extract luminescence with a wavelength longer 
than 810 nm a glass filter was inserted into the optical path. ODMR was measured with lock-in 
detection by chopping the applied microwave power while the static magnetic field was swept. The 
typical chopping frequency was 1.2 kHz. 
EDMR was performed both at 9 and at 34 GHz. The 9 GHz EDMR spectrometer consists of a 
standard EPR spectrometer (Bruker ESP 300), equipped with a TEI02 resonator. A Keithley source 
measure unit 237 was used as a low-noise voltage source together with lock-in detection of the 
microwave amplitude modulated signal («1 kHz). The measurement temperature could be varied 
with a helium flow cryostat (Oxford ESR 900) from 4 to 300 K and the sample was illuminated 
with a 100 W Tungsten lamp in combination with a KG 3 heat filter. For the EDMR experiments at 
34 GHz, a spectrometer consisting of a HP 83640A microwave synthesizer, a microwave power 
amplifier, and a cylindrical resonator (Bruker ER 5106 QT) immersed in a helium bath cryostat 
(Oxford CF 935) was employed. Phase sensitive detection of the EDMR signal as well as the 
illumination of the sample were performed analogously to the 9 GHz EDMR measurements. 

Results and Discussion 

The characteristic ODMR spectrum obtained previously [1] is shown in Fig. 2. The resonances were 
detected on the shallow donor-acceptor pair-luminescence originating from the co-doped GaAs 
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layer. Under magnetic resonance conditions 
the intensity of the shallow donor-acceptor 
pair-recombination decreases - the sign of 
the ODMR is negative. This means that the 
observed defect provides a shunt path for the 
radiative process. The spectrum consists of 
four lines and can be explained by hyperfine 
interactions with the nuclear spin 1=3/2 of 
the 69Ga and 71Ga isotopes having a natural 
abundance ratio of 61/39. In [1] the 
corresponding defect was assigned to the Ga 
interstitial in the co-doped layer. 
In EDMR, the observed spin-dependent 
photoconductivity signals depend sensitively 
on the experimental conditions. As we 
already reported in [2], a superposition of 
resonances from different defects is 
observed if the sample is illuminated with 
the unfiltered light of a Tungsten lamp. Then 
the spectrum is dominated by the Cr4+ signal. 
Also, the ASß, resonances are well resolved, 
but the Ga interstitial resonances can be 
hardly recognized, as seen in the upper part 
of Fig. 2. 
Since the three defects are localized in two 
different layers of the sample (Cr4+ as well as 
Asa, in the semiinsulating substrate and Ga; 
in the co-doped GaAs layer) we have tried to 
separate the resonances by altering the 
relative photoconductivities of the involved 
layers via inhomogeneously absorbed light. 
This was achieved by illuminating the 
sample with a Tungsten lamp in 
combination with a heat filter KG 3 
(hv>1.5eV). The capacitance in the detection 
circuit together with the different 
photoconductivities led to different RC time 
constants of the substrate and the co-doped 
layer, so that at a given modulation 
frequency different phase delays of the 
signals with respect to the phase of the 
reference frequency occur. Consequently a 
proper choice of the phase delay between 
modulation and detection allowed the 
observation of the isolated Ga interstitial 
resonances. The results of the corresponding 
X-band EDMR investigation performed at a 
temperature of 5 K is shown in the lower 
part of Fig. 3. 

AIGaAs/GaAs heterostructure 

1.0 1.4 1.5 1.2 1.3 
Magnetic Field (T) 

Fig. 2: ODMR spectrum of the Ga interstitial. 
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Fig 3:  X-band EDMR spectra - different 
illumination conditions. 
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The Ga interstitial resonances caused by hyperfme interactions of the effective spin with the nuclear 
spin of 69Ga are described by the Spin-Hamiltonian 

H = nBSgB + SA69I (1) 

in which nB is the Bohr magneton, S the effective spin, g the g-tensor, T the nuclear spin , and 
A69 the tensor describing the hyperfme interactions between the effective spin and the nuclear spin 
of 69Ga. The Spin-Hamiltonian describing the resonances caused by hyperfme interactions with 71Ga 
is obtained in an analogous manner with the hyperfme tensor A71. The Hamiltonian (1) in the basis 
of |msmj> functions is a 8x8 matrix because we are dealing with an effective spin S=l/2 and a 
nuclear spin 1=3/2 for both Ga isotopes. Since the resonances shown in Fig. 2 and Fig. 3 are 
isotropic, some restrictions follow for the tensors describing the Zeeman and hyperfme interactions. 
The g-tensor can be approximated by a scalar. Hence, if the magnetic field defines the z-axis, only 
the z-component of the spin operator is important and the matrix describing the Zeeman interaction 
has diagonal form. In the hyperfine-tensor, only the isotropic Fermi contact term makes a 
contribution, whereas the anisotropic dipolar term can be neglected. Consequently, the hyperfine- 
tensor becomes also a scalar. Since the operators for the x- and y-components of the spin and 
nuclear spin do not commute with the corresponding operators for the z-component, off-diagonal 
elements appear in the Hamiltonian (1). The Fermi contact interaction is given by the following 
expression 

A = 2n0 gu^uJ^O)!2 
(2) 

where gn and p.n are the nuclear g-factor and the nuclear magneton, respectively. ^(O)!2 is the 
probability to find the paramagnetic electron at the core of the atom. The nuclear g-value of 69Ga is 
1.344 and that for 71Ga 1.708. According to equation (2), the ratio of the hyperfme constants is then 
given by AnIA^9 = gn71/gn69 = 1.27, assuming that the probability of the paramagnetic electron at the 
core of the atom is identical for both Ga 
isotopes. A plot of the eigenvalues of the 
Hamiltonian (1)  over the magnetic field 
(Breit-Rabi diagram) is shown in Fig. 4. For 
the calculations a g-value of g = 2.000 and a 
hyperfme constant for 69Ga of A69 = 0.048 
cm"1   have   been  used.   Furthermore,   the 
magnetic dipole transitions for microwave 
frequencies of 9 GHz and 34 GHz are 
included in the figure. They occur between 
eigenvalues whose corresponding 
eigenvectors are dominated by basis vectors 
|msm,> with different ms (Ams = ±1) and 
identical mP 

So far, we have calculated the positions of 
the Ga interstitial resonances. However, for 
a complete simulation the intensity ratio of 
the hyperfme resonances originating from 
the different Ga isotopes as well as the 
lineshape of the resonances are necessary. 
The intensity ratio between the 69Ga and the 

0.6 

0.4 

0.2 

0.0 

-0.2 

-0.4   - 

-0.6   - 

0 4000 8000 12000 
Magnetic Field (G) 

Fig. 4: Breit-Rabi diagram of the Ga 
interstitial and magnetic dipole transitions for 
microwave frequencies of 9GHz and 34 GHz. 
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71Ga hyperfine lines is determined by the 
natural abundancies of the Ga isotopes and 
has a value of 61/39. The resonances were 
assumed to be inhomogeneously broadened. 
Therefore gaussians were chosen to 
approximate the lineshape of the resonances. 
In Fig. 5 the ODMR measurements at 35 
GHz and in Fig. 6 the EDMR measurements 
at 9 GHz and 34 GHz are compared with 
simulations using the above mentioned 
defect parameters. The simulations are in 
good agreement with the experimental 
spectra and the defect parameters (g-value 
and hyperfine constants) are similar to those 
reported by the Naval Research group [3] [4] 
for AlGaAs and GaAs/AlAs superlattices. 

71      71 71      71 

AIGaAs/GaAs heterostructure 

1.0 1.1 1.4 1.5 1.2 1.3 
Magnetic Field (T) 

Fig. 5: Experimental and simulated ODMR 
spectrum of the Ga interstitial at 35 GHz. 
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Fig. 6: Experimental and simulated EDMR 
spectra of the Ga interstitial at 9 GHz and 34 
GHz. 

Summary and Conclusions 

A comparative EDMR and ODMR study on GaAs/AlGaAs multilayer system was performed. 
While ODMR is restricted to defects in the luminescent layer, the EDMR results sensitively depend 
on the experimental conditions. The photoconductivities of the various layers could be influenced 
by changing the energy of the exciting light. In this way, EDMR signals from defects in different 
layers could be separated clearly from each other by phase shift analysis. 
In EDMR, the arsenic antisite defect ASQ, as well as Cr4+ both located in the GaAs substrate were 
observed. The Ga interstitial located in a co-doped GaAs quantum well could be detected with both 
magnetic resonance techniques. The simulated Ga interstitial resonances of the X-band EDMR as 
well as the Q-band ODMR and EDMR measurements are in good agreement with the experiments. 
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Abstract 

P-type Ge-doped Alo.4Gao.6As layers grown by Liquid Phase Epitaxy (LPE) have been studied with 
near infrared optical absorption and electron paramagnetic resonance detected via the magnetic 
circular dichroism of the absorption (MCDA-EPR). A broad MCDA band has been observed in the 
same spectral region as a photoionization absorption band. The MCDA-EPR spectrum revealed an 
anisotropic and asymmetric line with a g-factor for B || [100] g[00i]=2.03±0.01, a half width 
ABi/2=60mT, a spin-lattice relaxation time Ti(1.5K) = 5 ±2ms and S = Vi The anisotropy of 
the MCDA-EPR line shows that the symmetry is lower than tetrahedral. In addition, we observed a 
second weaker EPR line, with a very short Ti at 1.5 K (<1 ms) and an anomalously broadened 
linewidth. For the origin of these two defects we propose a model in which the neutral, 
paramagnetic Ge-acceptor induces either shallow EMT or deep levels. While the deep acceptor has 
its symmetry lowered by the alloy disorder, the shallow level is thought to be equivalent to the Ge 
acceptor in GaAs. 

Introduction 

P-type doping in AlxGai.xAs crystals is an essential step for the fabrication of many devices (e.g. 
solar cells, FETs and optical sources). For liquid phase epitaxy (LPE) grown p-type GaAs and 
AlxGai.xAs layers, the germanium is an alternative to other acceptor impurities like, for example, Zn 
and C, since it is easily incorporated on the As sublattice [1-3]. Besides inducing moderately deep 
non-effective mass-type (non-EMT) acceptors in p-type AlxGai_xAs, whose thermal ionization 
energy depends strongly on the Al-mole fraction (x) [4], Ge introduces also shallow EMT levels 
close to the valence band [5]. In the last decade, the Ge-related non-EMT acceptors were 
intensively studied with photoluminescence spectroscopy resulting in a precise description of their 
ionization energy deepening with x [4-7]. However, not much is known about their microscopic 
structure and the reason for the deepening of its ionization level. On the other hand, for the 
shallower Ge-related levels less is known. In this work, we present recent results of a study of such 
Ge-related acceptors in an LPE-grown p-type Alo.4Gao.6As layer, involving optical absorption, 
magnetic circular dichroism of the absorption (MCDA) and electron paramagnetic resonance 
detected via the MCDA (MCDA-EPR). 

Experiment 

The MCDA is the differential absorption of right and left circularly polarized light propagating in a 
direction parallel to an external magnetic field. It consists of two contributions, a paramagnetic and 
a diamagnetic part. The paramagnetic part of the MCDA is proportional to the occupation 
difference of the Zeeman levels of the ground state of the defect, being thus a function of both the 
temperature and the applied magnetic field. By reducing the occupation difference of the Zeeman 
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sublevels with microwave-induced magnetic dipole transitions, the intensity of the paramagnetic 
MCDA signal decreases, thus optically detecting EPR. The main advantages of using the MCDA- 
detection of EPR are the increased sensitivity compared to conventional EPR if the investigated 
paramagnetic defect has an appropriate absorption transition, and the possibility of correlating the 
EPR spectrum of a defect with its optical properties [8]. The MCDA-EPR setup used in this work is 
described in detail elsewhere [9]. 
The Ge-doped Alo.4Gao.6As samples were grown with the liquid-phase epitaxy (LPE) technique by 
Hitachi Cable Co., Ltd. The substrate-free layers were about 180 urn thick. The nominal Ge 
concentration was 1018 cm"3. The samples were p-type with a hole concentration of approx. 
5 x 1017 cm"3 at room temperature. 

Results 

(a) absorption spectrum 

(b) fit o = o0 + a (hv)b 

Parameters 
b =-1.72+/-0.02 
o„ = 1602 +/- 7 

Curve (a) of Fig. 1 shows the 
spectral      shape      of     the 
absorption coefficient  of the 
Ge-doped Alo.4Gao.6As sample 
in the photon  energy  range 
between 0.7 eV and 2.1 eV. T£ 
The       optical       absorption — 
spectrum     was     numerically ö 

corrected    for    the    spectral 'S 
change of the reflectivity.  A £ 
procedure similar to the one ^ 
adopted    by    Dobrilla    and 8 
Blakemore   for   studying   the ra 

absorption band of the EL2° 
defect in GaAs has been used 
[10].   The  only  difference  is 
that     for     AlxGai.xAs     the 
refraction   index   has   to   be 
changed  to  account  for the  Fi8-1 Curve (a): optical absorption spectrum below the band edge 
shift of the band-edge with x.      of Alo.4Gao.6As:Ge measured at 1.5 K. Curve (b): best fit for the 
There    are    two    important  high energetic tail of the Lucovsky-type photoionization cross 
features     in     the      optical   section of the non-EMT Ge-acceptor.  The fit parameters are 
absorption spectrum shown in  b =-1.72 ±0.02,    a = 0.747 ±7    and    c0= 1.60210.007.    The 
the curve (a) of Fig.  1. The  Cfoss section is given in relative units for direct comparison with 
first is the band-gap edge at  the optical absorption coefficient. 
2.08 eV, which is expected for Alo.4Gao.6As [11]. The second feature is a near infrared (IR) 
absorption band tail that increases monotonously towards lower energies.   Such a spectral 
dependence is very similar to what is expected for a deep acceptor with a delta-like impurity 
potential [12], as described by the Lucovsky photoionization cross-section [13] given in equation 
(1): 

Xhv-Ebf
2 

(hvf (0 

1.2       1,4       1,6 

photon energy [eV] 

,(Av)x- 
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where Eb is the binding energy of the impurity. For hv»Eb, the Lucovsky photoionization band 
should have a high energetic tail falling off with hv"15. The best fit to the spectrum, as shown in 
Fig. 1 curve (b) has an exponent b= -1.72±0.02, which is very close to the coefficient of the non- 
hydrogenic state described by 
the Lucovsky cross section 
(b= -1.5). For comparison, a 
shallow    hydrogenic    EMT 
acceptor    should    have    a 
spectral  dependence  in  the 
high  energy tail  of (hv)"7/2 

[14]. 
In the same near-IR range, a 
strong  MCDA   signal   was 
observed at low temperatures 
(see Fig. 2 curves (a) and (b) 
for      1.5 K     and     4.2 K, 
respectively).      The     total 
MCDA   band    belongs    to 
paramagnetic defects since it 
depends     both     on     the 
temperature and the magnetic 
field. Although its line shape 
is clearly different from the 
near-IR     absorption     band 
shown in Fig. 1, one can still 
assume  that  the   non-EMT 
acceptor        photoionization 
transition   gives   the   main 
contribution to the shape of the MCDA spectrum, since it is, by far, the strongest absorption 
transition below the band edge. 
Fig. 3 shows the MCDA-EPR spectrum, measured at 1 eV and 1.5 K with a microwave frequency 
of 24.945 GHz. This MCDA-EPR spectrum is composed of two EPR signals, an asymmetric and 
anisotropic line and a very broad signal, which surprisingly spreads up to 3 T. For B || [001] an 
average g-factor of about 2.03 ± 0.01 was estimated for the asymmetric line on the top of the broad 
signal. The full line width at half maximum (ABm) of this signal was approximately 60 mT at 
B || [001]. The MCDA excitation spectra (MCDA tagged by the EPR [8]), measured at different 
magnetic fields within the asymmetric EPR line showed that the tagged-MCDA spectrum follows 
closely the total MCDA band. The defects observed by MCDA-EPR give thus the main contribution 
to the total paramagnetic MCDA band (see Fig.2 curve (c)). Therefore, we conclude that the two 
EPR lines belong to Ge acceptor-related defects. 
Using the average g-factor for B || [100] of the defect with the asymmetric EPR line, it is possible to 
estimate the spin of this defect with the measurement of the temperature and magnetic field 
dependence of its paramagnetic MCDA band (for the details of this method see for example [8]). 
For the asymmetric EPR line of Fig. 3 we obtained an effective spin of 1/2. This value is different 
from the expected J=3/2 for the ground state of shallow EMT acceptors in GaAs and AlxGai.xAs. 

photon energy [eV] 

Fig.2 Spectral shape of the near IR paramagnetic MCDA band 
observed in the LPE p-type Al0.4Gao.6As:Ge sample measured at 
2 T for T = 1.5 K (a) and T = 4.2 K (b). (c) MCDA excitation 
spectrum measured at 1.5 K, 830 mT and with a microwave 
frequency of 24.945 GHz. 
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With the measurement of the transients of the MCDA-EPR signals, the spin-lattice relaxation time 
Ti were determined. At 1.5 K the value obtained for Tj is 5 + 1 ms for the asymmetric line of the 
deeper   defect   (B = 847 mT, 
and 1.4 eV). _ 
The broad EPR signal has a 
spin-lattice relaxation which is 
faster than the time resolution 
of our time-resolved MCDA- 
EPR set-up. The spin-lattice 
relaxation time is less than 
1 ms. 
Usually, shallow EMT accep- 
tors in III-V compounds are 
very difficult to observe by 
EPR mainly because of the 
dynamic Jahn-Teller effect of 
their degenerated T2 ground 
state causing very small spin- 
lattice relaxation times and 
because of the broadening of 
their EPR lines due to random 
strains [15,16]. 
Another important aspect of 
the asymmetric MCDA-EPR 
line is the anisotropy. By 
rotating the magnetic field 
away from a [001] direction, 
the EPR line splits into at least 
two distinct EPR lines which 
move away from each other 
(see Fig. 3(b)). This anisotropy 
is an evidence that the 
symmetry of the paramagnetic 
defect is lower than 
tetrahedral. It is not possible to 
unambiguously estimate the 
symmetry of this deep defect 
from its EPR angular 
dependence. Presumably, the 
lowering of its symmetry is 
also caused by alloy disorder 
and thus resulting in a "deeper" 
defect. It is imaginable that the 

750  800  8S0  SOO  950  1000 1050 
magnetic field [mTl 

(b) 

Fig.3 (a) The MCDA-detected EPR spectrum of the Ge-doped 
p-Alo.4Gao.6As measured at 1 eV, 1.5 K, 24.945 GHz and 0 db 
(which corresponds to about 100 mW of microwave power inside 
the cavity), (b) The anisotropy of the asymmetric EPR line. The 
dashed lines are guides to the eyes. 

different configurations of the deep Ge acceptor-related defects due to the alloy mixing have 
different g-tensors reflecting their different symmetry. The probability for different configurations of 
Ga and Al atoms in the first neighbour shell of the deep Ga acceptor-related defect are listed in table 
1. Considering only this first shell consisting of 4 neighbour atoms, two symmetries lower than 
tetrahedral are possible: trigonal symmetry and orthorombic symmetry. The g-tensors are expected 
to be different for all configurations. The alloy mixing can explain the complicated angular 
dependence and the asymmetric line shape of the EPR of the deep Ge acceptor-related defect 
resulting from a superposition of various configurations. In comparison, we interpret the broad EPR 
line to arise from a shallow Ge acceptor with four equivalent atoms in the next neighbour shell. 
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Table 1: Probabilities and defect symmetries for different configurations of a defect on the As 
sublattice in Alo.4Gao.6As considering the alloy disorder only in the first neighbour shell. 

Configuration of first neighbour 
shell   
4 Ga atoms 
3 Ga atoms and 1 Al atom 
2 Ga atoms and 2 Al atoms 
1 Ga atom and 3 Al atoms 
4 Al atoms 

probability 

12.96% 
34.56% 
34.56% 
15.36% 
2.56% 

defect symmetry 

tetrahedral 
trigonal 
orthorombic 
trigonal 
tetrahedral 

Discussion 

From the optical absorption spectrum we can conclude that the strong near IR band is mainly due to 
the photoionization of the non-hydrogenic GeAs acceptor. However, with MCDA-EPR in the near 
IR absorption band, two distinct defects have been observed: shallow defects with anomalously 
broad EPR line and deep defects whose paramagnetic ground states have S=l/2 and an asymmetric 
and anisotropic EPR spectrum. The asymmetry of the EPR line is thought to arise from slightly 
different g-tensors for the different configurations of the deep defects due to the alloy mixing. A 
non-EMT state is more sensitive to the admixture of Al and Ga atoms in its first group III shell due 
to the higher localization of its bound hole when compared to the case of a hydrogenic acceptor. 
While some of the Ge acceptors would be stabilized in these new relaxed configurations after 
capturing a hole, other unrelaxed states would also exist, still inducing shallow levels similar to the 
Ge^ in GaAs. 
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Abstract. The donor/acceptor character of anion/cation vacancies in III-V and II-VI semiconductors 
is found to be "invertible" via two different structural modification processes. It is shown that the 
normally double donor S-site vacancy in ZnS, for example, can be converted into a double acceptor 
center and, conversely, the normally double acceptor Zn-site vacancy can be transformed into a 
double donor defect. Additional results from ab initio calculations for ZnSe, ZnTe, CdTe, GaAs, 
and GaN indicate that similar reversals in charge states can be obtained in these compounds. The 
amphoteric nature of vacancies has important implications for dopant compensation. 

I. Introduction 
Vacancies are among the simplest and most important point defects in zinc blende semiconductors 
and have been extensively studied.1 They affect diffusion, form complexes with impurities, and 
play a significant role in determining the electrical properties of many materials. It is well known 
that anion-site vacancies in III-V and II-VI semiconductors are generally multiple donors whereas 
cation-site vacancies are multiple acceptors. Depending on Fermi level position, vacancies can exist 
in different charge states with different atomic configurations and symmetries, consistent with their 
donorlike or acceptorlike properties. 

More than a decade ago, Baraff and Schlüter2 suggested that the natural donor or acceptorlike 
property of a vacancy in a zinc blende crystal could be inverted. In particular, they examined the 
following structural transformations for Ga and As-site vacancies in GaAs: 

^As ~> ^Ga + Gaanti (1) 

and, 

*Ga "* VAs + ASantj (2) 

in which a vacancy on one sublattice is converted into a vacancy on the other sublattice by the 
motion of a nearest-neighbor atom of the vacancy into the vacancy. An antisite defect is created in 
each process. The transformation leads to an inversion of the charge state of the defect, changing an 
acceptorlike vacancy into a donorlike one and vice versa. 

In this paper we propose that a reversal in the charge state of anion and cation site vacancies 
can be achieved without the introduction of antisite defects. The basic feature of the new type of 
structure suggested here is a strong pairwise dimerization of the four threefold coordinated nearest- 
neighbor atoms of the vacancy. This leads to structures that are generally lower in energy than those 
obtained from Eq. (1) for anion-site vacancies. For cation-site vacancies, the process in Eq. (2) gives 
the lowest energy for inverted charge states. However, in most but not all cases, the inverted charge 
states are stable only over a very limited range of Fermi energies or are even higher in energy than 
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the normal charge states for all Fermi energies. The accessibility of both negative and positive charge 
states for vacancies, especially anion-site vacancies, suggests that these defects are intrinsically 
amphoteric in nature and that vacancies on both sublattices need to be considered when examining 
dopant compensation phenomena. 

Divacancy defects were also studied but will not be discussed much in this paper except to 
note that they are found to be primarily double acceptor defects in both III-V and II-V 
semiconductors with no states in the band gap after atomic relaxations are taken into account. 
Surprisingly, the formation energy from two isolated vacancies is not always, exothermic (e.g., see 
results for ZnTe and GaAs). The reason for this is that in n-type material, two separated vacancies 
can compensate four electrons whereas a divacancy can only compensate two electrons. 

In the following we examine the relative merits of the two routes to charge inversion at 
vacancies: dimerization versus the transformations in Eqs. (l)-(2). Total-energies were calculated for 
different charge states, atomic configurations, and symmetries of vacancies in ZnS, ZnSe, ZnTe, 
CdTe, GaAs, and GaN. An overview of the results is given in Sec. II. The specific results for II-VI 
and III-V semiconductors are discussed in Sees. Ill and IV. The method used in the calculations is 
outlined in Sec. V and the conclusions are summarized in Sec. VI. 

II. Overview of Results 

A.   Anion-site Vacancies 

1.   II-VI Semiconductors 

The "normal" +2 charge state of an anion vacancy has a structure in which the four neighboring 
cations are displaced radially away from the center of the vacancy by 20-24% of an anion-cation 
bond-length.3 The vacancy also has a neutral state in which the four cations move towards the 
vacancy by 10-15% of a bond-length. In every case examined, the anion-site vacancy can be 
transformed into a double acceptorlike defect, either through a transformation like that in Eq. (1) or, 
alternatively, through a large lattice relaxation leading to a dimerization of the threefold coordinated 
cations surrounding the vacancy. For anion-site vacancies the dimerization process is found to be 
energetically most favorable. The lattice relaxation accompanying cation-cation dimerization is very 
large, with each cation moving by about 35% of a bond-length. The atomic displacements are so 
large that they lead to a rupture of one anion-cation bond for each cation atom in a dimer. In the 
optimized geometry, the four cations surrounding the vacancy form two pairs of dimer bonds, and 
there are four new dangling bonds on anion nearest-neighbors of the central cation atoms. It is these 
new dangling-bond orbitals that are primarily responsible for the reversal of the charge state of the 
vacancy. These anions also undergo substantial relaxations, moving by about 20% of a bond-length 
from their ideal crystalline positions. The dimer reconstruction leads to a more extended defect, one 
in which the new dangling bonds on the anions are 60% further apart than the original ones on the 
cations in the unrelaxed vacancy and where the open volume becomes split into four smaller 
portions. 

The existence of neutral, +2 and -2 charge states for anion vacancies, each with its own unique 
structure, makes it necessary to consider the following free carrier compensation reactions: 

V° + 2h -> V+2 (3) 

and, 

V° + 2e -> V~2 (4) 

where a neutral anion vacancy captures either two holes or two electrons. For p- and «-type 
materials, the reactions in Eqs. (3) and (4), respectively, are found to be exothermic in all II-VI 
semiconductors examined. Anion site vacancies in ZnS, ZnSe, ZnTe and CdTe are found to be 
positive-U defects, i.e., two neutral vacancies are stable against a transition to +2 and -2 charge 
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states.4 The stability of singly charged states were also examined. The -1 charged states in ZnS and 
ZnSe have a half-occupied level in the upper half of the band gap and the dimerized structure is very 
similar to that for the -2 state; however, the reaction 2V~ -> V~2 + V° is exothermic. In CdTe and 
ZnTe, the corresponding electronic states for the negatively charged Te vacancy lie below the 
valence-band-maximum (VBM). 

2. III-V Semiconductors 
An anion site vacancy in III-V semiconductors has +1 and +3 charge states with structures 

differing in the extent and direction of the relaxations of the four neighboring cations.5 The +3 state 
has a large outward relaxation of the four neighboring cations (by 34% of a Ga-As bond-length in 
GaAs) whereas the +1 state has a smaller inward relaxation (by 15% of a bond-length in GaAs). 
Structurally, therefore, the +1 and +3 states of an anion vacancy in a III-V semiconductor are similar 
to the neutral and +2 charged states of an anion vacancy in a II-VI semiconductor. The +1 charge 
state is found to be the most stable state of the anion-site vacancy, even inp-type materials. The +1 
state has no electronic levels in the band gap. As in the case of II-VI semiconductors, the inverted 
negatively charge states can be obtained either via dimerization of the cations surrounding the 
vacancy or through the transformation in Eq. (1). The two possibilities were examined for GaAs and 
GaN. The dimerization route is found to be, by far, energetically more favorable and it gives rise to 
an inverted singly negative charge state. The lattice relaxation is large but does not lead to anion- 
cation bond breaking even though some anion-cation bond-lengths become stretched by 8-9%. The 
possibility of negative-U combinations of charge states was examined. Charge disproportionation of 
two vacancies in a +1 state to a triply positive and a singly negative charge state is found to be 
strongly endothermic. In the following, we examine the analog of Eqs. (3) and (4) for anion vacancies 
inp- and «-type III-V semiconductors: 

and, 

V+ + 2h^> F+3 (5) 

V+ + 2e-+ V~. (6) 

B.   Cation-site Vacancies 

1.   II-VI Semiconductors 
The normal double negative charged state of a cation vacancy in ZnS, ZnSe, ZnTe, and CdTe has a 
structure with tetrahedral symmetry and very small lattice relaxations.3-6 Electronically, there is a 
highly localized doubly occupied state (originating from the threefold coordinated anions 
surrounding the vacancy) very close to the VBM. Experimentally an EPR active singly negative 
charged state has been created via optical excitation of this state in ZnSe.7"8 As in the case of anion 
site vacancies the double negative charge state of the cation vacancy can be inverted into a +2 charge 
state but the inverted states are not very stable, except in ZnS. As before, charge state inversion can 
be done either by the reaction in Eq. (2) in which the cation vacancy is converted to an anion site 
vacancy together with an anion site antisite, or alternatively through strongly dimerized anion-anion 
bonds. Even though for the latter structure, the anion-anion dimer bonds are very strong, 
particularly in ZnS, in all four compounds examined, the first type of process for charge inversion, 
i.e., defect transformation according to Eq. (2) is energetically more favorable than the dimerization 
reaction. For ZnS, the energy difference between the two pathways amounts to 0.76 eV. The 
inverted charge states are stable only inp-type material and even then they are only marginally more 
stable than the normal charge state. Cation-site vacancies in II-VI semiconductors do not possess a 
natural neutral charge state. 
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2. III-V Semiconductors 

A cation vacancy in a III-V semiconductor such as GaAs is normally a triple acceptor. The vacancy 
has an inverted +1 charge state. As in the case of II-VI compounds, the +1 inverted charge state 
obtained from strong anion-anion dimerization is metastable compared to the structure obtained 
from Eq. (2). The low energy inverted state is 0.4 eV more stable than the normal -3 negatively 
charged state when the Fermi level is at the VBM. This implies that the normal triple acceptor state 
is the most stable state when the Fermi energy is more than 0.1 eV above the valence band edge. 

HI. Results for ZnS, ZnSe, ZnTe, and CdTe 

A. ZnS: Vs 

In the normal +2 charged double donor state the neighboring Zn atoms relax away from the vacancy 
and go into nearly planar sp2 bonded configurations. The S-vacancy also possesses a neutral charge 
state with no states in the gap in which the four nearest-neighbor Zn atoms relax inward by 8% of a 
Zn-S bond length. The inverted -2 negatively charged state occurs when the Zn atoms are allowed 
to dimerize. In this configuration the defect has a doubly occupied midgap state. The dimerized 
state is 0.95 eV more stable than (VZn + Znanti) obtained via the defect reaction indicated by Eq. (1). 
The -2 state is 3.2 eV more stable than the +2 state in «-type ZnS. The S-vacancy is a positive-U 
defect with a U of nearly 1.45 eV for the reaction 2Vs° -> Vs+2 + VS"2. The hole capture reaction 
in Eq. (3) is exothermic by 2.3 eV in p-ZnS while the electron capture reaction in Eq. (4) is 
exothermic by 0.8 eV in «-ZnS. The sum of the three calculated energies (1.45+2.3+0.8) = 4.55 eV 
should be equal to twice the band gap of 3.9 eV in ZnS. However, because of the limitations of the 
local density approximation used in ab initio calculations, the calculated band gap of 2.28 eV is 
significantly smaller than the experimental value. The same trend can be observed for the other 
semiconductors examined below. 

B. ZnS:VZn 

With only a small lattice relaxation around a Zn-vacancy, Vzn is a double acceptor defect. As 
discussed above, the most stable state of the doubly positive charge state of the Zn-vacancy occurs 
when VZn is replaced by (Vs + Santi)

+2. The resulting vacancy-antisite complex has an empty 
electronic state with an energy very close to the conduction-band-minimum and a doubly occupied 
state close to the VBM. Both states are highly localized on the S-antisite and its neighboring S 
atoms. The +2 charged defect is expected to be stable only inp-type ZnS. The calculated energy 
difference between the normal Vzn— and the +2 charged states indicates that the +2 state is 1.1 eV 
more stable than the -2 state in p-type ZnS. In «-type samples, the -2 charged state is the most 
stable state. 

In addition to (Vs + Santi)
++, the Zn-vacancy has a metastable Vzn

++ state in which the 
neighboring S atoms of the vacancy pair up and form very strong S-S bonds with a S-S bond length 
very close to twice the covalent bonding radius of S. The relaxation is so large that each of the S 
atoms breaks a Zn-S bond in the process of dimerization. The dimerized state is 0.76 eV less stable 
than the antisite-vacancy complex and it has no electronic levels in the band gap of ZnS. 

C. ZnSe: VSe 

The +2 charge state has tetrahedral symmetry and the four Zn atoms surrounding the vacancy relax 
away from the vacancy by 0.54 A. The neutral state also has tetrahedral symmetry with the 
surrounding Zn atoms moving inwards by 0.39 Ä. The stable inverted -2 charge state corresponds 
to a dimerized structure in which the Zn atoms move by 0.87 A to form dimers. It has a localized 
midgap state distributed on the Zn atoms and neighboring Se atoms. The dimerization of the Zn 
atoms leads to the rupture of one Zn-Se bond per dimerized Zn atom. The resulting threefold 
coordinated Se atoms undergo a relaxation which makes their hybridization closer to s2p3 (i.e., the 
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angles around the Se atoms are 97°, 97°, and 104° instead of 109.5°). The -2 state is 2.5 eV more 
stable than the +2 state in n-type ZnSe whereas the +2 state is significantly more stable than the -2 
state in p-ZnSe. The Se-vacancy defect is an amphoteric defect that can easily change its charge 
state depending on the Fermi level. The negatively charged state has a doubly occupied level at 
midgap. The neutral state is stable against the reaction 2Vse° -» VSe

+2 + VSe-
2 which is 

endothermic by 1.6 eV; however, the hole capture reaction in Eq. (3) is exothermic by 0.75 eV inp- 
ZnSe and electron capture, as in Eq. (4), is exothermic by 0.42 eV in «-type ZnSe. Recent positron 
annihilation experiments on N-doped ZnSxSei_x have identified a neutral (or negative) charge state 
of a Se-site vacancy.9 The neutral state is likely to occur in a mostly compensated sample with few 
free holes. 

D. ZnSe: Vzn 

The optimized doubly negative charged state has a small lattice relaxation of Se atoms around the 
vacancy. A band localized on these Se atoms is nearly degenerate with the bulk state at the VBM. 
The most stable +2 charge state occurs for VZn -> VSe + Seanti. This state has no localized states in 
the band gap. The three threefold coordinated Zn atoms around VSe as well as the Se^ defect are 
all in planar sp2 bonded configurations with bond angles very close to 120°. The alternate +2 charge 
state formed by the dimerization of Se atoms is metastable and is 0.52 eV higher in energy. It has an 
empty electronic level at Ec-0.19 eV. The energy of the inverted +2 state is only marginally better 
than the - 2 state; in p-type ZnSe which should favor the +2 state the most, the total-energy 
difference is only 0.15 eV. This means that the +2 state is not stable for most values of the Fermi 
energy. 

E. ZnTe:VTe 
The inverted doubly negative -2 charged state of a Te-vacancy is a large 4.2 eV more stable than the 
double donor +2 state in «-type ZnTe. The dimerization of Zn atoms for the -2 charged state gives 
a doubly occupied localized level at about 0.12 eV above the VBM. The fact that both Vzn and VTe 

are most stable in -2 charged states strongly affects the «-type doping of ZnTe. Since a 
combination consisting of equal numbers of Vzn and Vje constitutes a stoichiometric defect, the 
absolute formation energy of isolated Vzn and Vje centers in «-type ZnTe can be calculated. The 
results of such a calculation indicate that in «-type ZnTe the formation of two such doubly 
negatively charged vacancies is exothermic by 1.24 eV. This energy is much larger in magnitude than 
DX formation energies and it suggests that vacancy formation is the major cause of the problem in 
the «-type doping of ZnTe. The fact that donor electrons are compensated by defects and are not in 
deep donor levels is supported by the sharp attenuation of persistent-photoconductivity when the 
Zn concentration in Cdi.xZnxTe alloys is increased beyond 40%. The Te-site vacancy also has a 
neutral state (with no state in the gap) and is a positive-U defect with U = 0.56 eV for the reaction 
2VTe

0 -»VTe
+2 + VTe-

2. Hole capture by a neutral Vre, as in Eq. (3), is exothermic by 0.48 eV in 
p-ZnTe, while electron capture, as in Eq. (4), is exothermic by a very large 1.8 eV in n-type ZnTe. 

The normally donorlike Te-vacancy, therefore, is far more effective in electron than in hole 
compensation! Another surprising result for a Te-vacancy in ZnTe is that the analogous reaction to 
that in Eq. (1) leads to a defect which can passivate four electrons and is actually slightly more 
stable in n-type ZnTe than the dimerized structure. The defect has a doubly occupied level at 0.75 
eV above the VBM and its character is strongly Zn-derived. This type of state was found only for 
ZnTe. It is important to consider these inverted charge state of the Te-vacancy in the context of 
problems encountered in the «-type doping of ZnTe. From the results of our calculations we find 
that the formation energy of the stoichiometric defect consisting of an isolated Te-site vacancy 
together with an isolated Zn-site vacancy, each in a -2 charge state, is exothermic by 1.25 eV in «- 
type ZnTe. This energy is much larger than any DX center formation energy10 and it provides an 
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explanation for why persistent-photoconductivity decreases sharply in CdZnTe alloys1 ] as the Zn 
content increases. As the Zn content increases, the electrons are no longer in deep donor centers but 
become compensated by defects such as vacancies. It is interesting to note that in «-type ZnTe, 
isolated Zn and Te vacancies, each in a - 2 state, are found to be energetically more favorable (by 0.5 
eV) than a divacancy. The divacancy can also assume a -2 charge state but it can compensate only 2 
electrons as compared to four electrons for two separated vacancies. 

F. ZnTe:VZn 

The inverted +2 state is metastable with respect to the -2 charged state for all values of the Fermi 
energy. This means that the normal -2 charge state is the most stable state of the Zn-vacancy even 
in/?-type ZnTe. The doubly occupied defect level lies below the VBM and Zn-vacancies should 
lead, therefore, to free hole creation. 

G. CdTe: VTe 

The inverted -2 state is found to be stable for Fermi energies above approximately Ev + 0.3 eV 
where a localized Cd-Cd dimer state occurs. The atomic structure of the -2 state is similar to that of 
the Zn-vacancy in ZnS and involves strong Cd-Cd dimer bonding which leads to the breaking of a 
Cd-Te bond for each Cd atom in the dimer (4 Te's are 3-fold and 4 Cd's are threefold). Unlike the 
case of ZnTe, the formation energy of an equal combination of negatively charged Cd and Te 
vacancies is strongly endothermic in «-type samples. The Te-vacancy has a stable neutral state and 
it is apositive-U defect with a U of 0.52 eV for 2VTe° ->VTe+2 + VTe-2. The hole capture process 
in Eq. (3) is found to be exothermic by 0.3 eV in p-CdTe and electron capture [see Eq. (4)] is 
exothermic by 0.3 eV in «-type CdTe. 

H. CdTe: VCd 

The stable +2 state is of the VCd -> (VTe + Teanti) type and it has no defect states in the gap. The 
-2 state has a highly localized state near the VBM. We find that the most stable state of the Cd- 
vacancy is always the -2 charged state, independent of Fermi level position. 

IV. Vacancies in GaAs and GaN 
A. GaAs: VAS 

The As-vacancy in GaAs has positively charged +1 and +3 states, as discussed in Sec. II, with no 
states in the band gap. The inverted -1 charge state arises from dimerization of the neighboring Ga 
atoms and has C^y symmetry. The Ga atoms move by nearly 0.8 Ä from their ideal positions to 
form two sets of dimer bonds. The total-energy is reduced substantially when the symmetry of the 
relaxation is low such that the two dimers are not equivalent. The dimerized -1 charge state is found 
to be a very stable defect, more stable than either the +1 or the +3 charged states for Fermi levels 
above midgap. The reaction in Eq. (5) is found to be 3.9 eV endothermic inp-GaAs while in «- 
GaAs, the reaction in Eq. (6) is exothermic by 2.6 eV. The singly positive charged state of the As- 
site vacancy is, therefore, more stable than the triply charged state in/?-type GaAs. 

B. GaAs: VGa 

The Ga-vacancy is normally a triple acceptor defect and the atomic structure has tetrahedral 
symmetry. The most favorable structure for the inverted +1 charge state is the one obtained from 
Eq. (2). The +1 state is 0.4 eV more stable than the triply negatively charged state in/7-type GaAs. 
The implication for «-doping given that vacancies on both sublattices can act as acceptors was 
examined. Since isolated Ga and As vacancies form a stoichiometric defect, the absolute formation 
energy involved in donor passivation can be calculated. We find that under thermodynamic 
equilibrium conditions, the formation of a pair of negatively charged vacancies is exothermic by 3 eV 
in «-type GaAs. This is a very large energy and suggests that vacancy formation can be a major 
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route to carrier deactivation in GaAs. The theoretical results do not suggest that compensation 
occurs as a result of an equal concentration of Ga and As vacancies but that, on average, the 
formation energy of a vacancy is exothermic by 1.5 eV. The actual distribution of vacancies over Ga 
and As sites will depend on growth conditions. Experimental support for vacancies in «-type GaAs 
samples doped to extremely high levels is provided by positron annihilation studies.12-14 At 
moderate doping levels (of 2-3x1019/cm3), DX center formation appears to be the dominant mode 
for dopant compensation. One surprising result is that we find that isolated cation and anion 
vacancies in «-GaAs are 1 eV more stable than a divacancy. 

C. GaN: VN 

The singly positively charged N-vacancy in GaN is a defect with a small lattice relaxation and no 
defect levels in the band gap. The hole capture reaction in Eq. (5) is found to be endothermic by 1.1 
eV injP-type GaN (implying that, as in GaAs, the single positively charged state of the anion-site 
vacancy is more stable than the triply charged state) while the electron capture reaction in Eq. (6) is 
found to be barely exothermic by 0.1 eV/electron. The negative charge state has a defect level about 
0.63 eV below the bottom of the conduction band. 

D. GaN: VGa 

The triple acceptor state of the Ga vacancy has tetrahedral symmetry and practically no lattice 
relaxation. The displacive reaction in Eq. (2) transforms the vacancy into a single donor center. The 
+1 state is 1.7 eV more stable than the normal triple acceptor state inp-type GaN. The defect levels 
in the band gap introduced by the donorlike state of the Ga-vacancy explain15 several defect 
luminescence lines16 and deep levels17 seen experimentally in^-type GaN. For «-type GaN we find 
that the formation energy of two vacancies, one on a Ga and the other on a N site, is 1.6 eV 
endothermic; a divacancy in a double acceptor state is only slightly (0.2 eV) exothermic. 

IV. Calculations 
The electronic properties of vacancies were examined via ab initio pseudopotential calculations 
using the local density approximation18 and three dimensionally periodic unit cells containing 32 
atoms/cell. Brillouin zone sampling was done using one special point and the zone center point.19 

Kleinman-Bylander20 type of separable potentials obtained from Troullier-Martins pseudo- 
potentials21 were used. The fundamental band gaps are underestimated by a factor of nearly two in 
these types of calculations and this leads to uncertainties in the assignment of defect levels with 
respect to band edges and in the determination of the magnitude of electron and hole capture 
energies. 

V. Conclusions 
Anion and cation site vacancies are found to be amphoteric native defects in III-V and II-VI 
semiconductors. They provide a microscopic source for amphoteric native defects that have been 
postulated to exist in zinc blende semiconductors.22 Charge inversion from the normal donorlike 
state of anion vacancies occurs as a result of a strong dimerization of the four cations surrounding 
the vacancy. In the case of cations, a similar type of dimerization leads to a metastable state. The 
most favorable atomic structure for the inverted charge state of a cation vacancy involves a nearest- 
neighbor hop of an anion into the vacancy. The energetics of hole and electron capture by anion site 
vacancies indicates that the inverted charge states of these defects play a very important role in 
dopant compensation. 
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Abstract. Aging studies of II-VI lasers and light emitting diodes show that these devices 
degrade not catastrophically, but gradually by recombination-enhanced defect reactions at pre- 
existing defects. The activation energy and current dependence of the degradation process in 
devices were examined. ZnMgSSe-based materials are stable under current injection of at least 
up to 2 kA/cm2, about 4 times larger than the current density needed for laser operation. Ways to 
improve device reliability are also discussed. 

Introduction. 

ZnSe-based II-VI materials have been studied intensively because of their potential for 
applications as blue and green light sources for high-density optical recording systems and full- 
color displays. Recently Sony has achieved the writing of a 12 GB RAM (random access 
memory) disk with a diameter of 12 cm, using a ZnMgSSe laser diode (LD) [1]. We have 
improved device lifetime to 100 hours under room-temperature (RT) continuous-wave (CW) 
operation [2] and stability for up to 500 A/cm2 has been proven [3]. Understanding the 
degradation mechanism is the key to further improvement. 
In this paper, we first describe the rapid degradation caused by stacking faults appearing in early 
II-VI devices and discuss the formation of dislocation networks. We then discuss gradual 
degradation caused by point defects and present a kinetic model for degradation in H-VI devices. 

Rapid degradation in II-VI devices. 

When we achieved the first RT CW operation in 1993, lifetime was just second order [4]. It was 
found that this rapid degradation was caused by the formation of highly dislocated regions[5,6]. 
The source of these dislocation networks is stacking faults which begin at the substrate/epilayer 
interface and are bounded by Frank partial dislocations with Burgers vector b= a/3<lll>. The 
dislocations formed were 60° -type with Burgers vector of the types a/2<011> inclined at 45° 
to the (001) junction plane. 
The degraded region ( Fig. 1) is thought to be formed as follows. Dangling bonds along 
dislocation cores are sites of nonradiative recombination. Local thermal stress, created by 
nonradiative recombination at the dislocation cores, assists, together with built-in stress, the 
dissociation formation of Frank partial dislocations into 60° -type perfect dislocation dipoles 
during current injection. After dissociation, dislocation networks expand, enhanced by 
nonradiative recombination of electron-hole pairs. Elongation along <110> is thought to occur 
through a glide process, since the dipoles lie on {111} slip planes. On the other hand, elongation 
along <120> might be assisted by a climb process. Since dislocation loops were found to have no 
stacking faults and to be of the extrinsic (interstitial) type, this climb process might occur through 
recombination-enhanced diffusion of interstitials during operation. 
The diffusion of point defects is thought to play a role in this dislocation formation. It is 
interesting to note that the shape of the dislocation networks is dendritic, which also suggests the 
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Fig. 1    Plan view TEM images showing the degraded regions. 

diffusion process, since the dendritic shape is regarded as a pattern of Diffusion Limited 
Aggregation (DLA) [7]. From this similarity, the degradation process of dislocation formation 
could be one example of self-organized criticality [3]. 
In order to improve device lifetime, it is very important to obtain a high-quality III-V/II-VI 
interface, since Frank-type stacking faults originate at the substrate/epilayer interface. By 
introducing GaAs and ZnSe buffer layers and by optimizing growth conditions of the interface, 
we have achieved a stacking fault density of less than 3 x 103 cm"2 and a device lifetime 
exceeding 100 hours under RT CW operation [2]. Comparing defect density and the area of the 
stripe electrode (10 x 600 um2), the 100-hr lifetime appears not to be limited by the formation of 
defects from stacking faults. We have entered into a stage where the operation of II-VI LDs is 
limited by point defects. This difference between degradation modes is also confirmed by the 
difference in temperature dependence of device lifetimes, as discussed later. 

Gradual degradation process. 

In order to analyze the degradation process in II-VI devices, we present a kinetic model [8] for 
defect generation based on the recombination-enhanced defect reaction (REDR) [9]. In the 
model, the time dependence of the optical output power can be determined by the following 
equation 

dP _ 
dx 

= -2P2( 
1-TjP 
1+TjP ;), (1) 

where the normalized light output power P(t) = Bn(t)p(f)/Bn(0)p(0) = Bn\t)/Bn2(0) (V high 
current injection), the normalized time T= gn(0)2t and the initial radiative quantum efficiency 
7J = Bn\G)l(Jled). Here B is the radiative recombination coefficient, n is the carrier concentration, 
g is the coupling constant, gn(tf corresponds to the defect generation coefficient, J is the current 
density, e is the electron charge, and d is the active layer thickness. We assume that electron-hole 
(e-h) recombination enhances the defect generation, 
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^j@- = gn(t)pWd(t) = gn(t)2Nd(t), (2) 
dt 

where N (i) is the defect density. This defect-generation process is expressed by the schematic 
diagram in Fig. 2(a). This model leads to a time dependence of t"' for the optical power when 
t -*■ °°. 
If II-VI materials are weak, degradation should behave like a weak-bond-breaking model 
originally developed for a-Si [10]. This model corresponds to a process in which the bonds break 
without pre-existing defects (Fig. 2(b)). In this case, the defect generation rate depends only on 
the np = n2 product, namely 

™M=gn(t)2. (3) 
dt       ö 

This model shows a time dependence of t-M when t  -* °°, a relationship not seen in our 
observation as shown later. The experiments were performed under constant current aging of 
n-VI devices. The epitaxial layers, including a ZnCdSe/ZnSSe/ZnMgSSe separate-confinement 
heterostructure (SCH), were grown by molecular beam epitaxy (MBE) on n-GaAs (001) 
substrates. Two kinds of device structures were fabricated from these wafers. One was a standard 
gain-guided laser device having a stripe electrode (10-um width, 600-um cavity length). The 
other was a light emitting diode (LED) with a small electrode (10 x 10 or 10 x 20 um2) so as to 
avoid stacking faults within the electrode [11] and to test under the above threshold current 
density without lasing. Figure 3 shows aging curves of this small electrode LED at 2 mA (current 
density = 2 kA/cm2), which is higher than the typical threshold current density (500 A/cm2). It 
can be seen clearly that the slope of the decay approaches -1. The similar time dependence was 
also observed for laser devices. This 1/r dependence is in good agreement with the theoretical 
curve (solid line). This model also leads to a time dependence of t ~m for the defect density 
N it), as t -*■ oo. From this result, we can expand the stable region; i.e. the current density for 
which II-VI LDs degrade not catastrophically, but gradually due to REDR, at least up to 
2 kA/cm2. We have shown that gradual degradation mode can be successfully explained by this 
model. The proposed kinetic model can be also applied to degradation due to stacking faults [8]. 
We next discuss the thermally activated process which determines the degradation rate. Laser 

(a) (b) 

Fig. 2 Diagrams of (a) defect creation by non-radiative e-h recombination at pre-existing 
defect site and (b) defect generation by nonradiative recombination from the host 
lattice itself. D and D are a pre-existing defect and a created defect, respectively. 
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device lifetimes are plotted as a function of reciprocal temperature in Fig.4. From the slope of the 
line, the temperature dependence of device lifetime of lasers with a low density of stacking 
faults can be described by an activation energy of 1 eV. On the other hand, the activation energy 
for devices with a high stacking fault density was found to be 0.3 eV. These results clearly 
indicate that the coupling constants g are different for the cases of D' = point defect and D' = 
stacking fault in Fig. 2 (a) and that there are at least two different degradation processes in II-VI 
devices. These results are further evidence that the present degradation mode is not limited by 
pre-existing stacking faults. It is important to identify the corresponding thermally activated 
microscopic processes in the series 
of   degradations   in   order   to 102 

understand the whole degradation 
process. Point-defect diffusion may 
be involved in both degradation 
processes. If the same kind of point- 
defect diffusion is the limiting 
process in both cases, the activation 
energy should be the same, contrary 
to our observation. We have to 
consider several types of defect 
diffusion or clustering. Otherwise 
since the dislocation network 
formation occurs partly through the 
recombination-enhanced glide 
process, the process at 0.3 eV may 
correspond to this glide process. To 
conclude that definitely, further 

103 104 
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Fig. 5   Half lifetime of small electrode 
LEDs vs current density (80"C ). 
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investigation is needed. 
The degradation rate depends not only on temperature but also on current density. According to 
the kinetic model, we find that the lifetime is proportional to J m (m = -0.9—2, which depends on 
the quantum efficiency). The experimental data shows m value of -2.2, which is slightly lower 
than expected (Fig. 5). This deviation could be explained by the effect of heating, since with 
increasing current, heat generation increases and accelerates the degradation process even though 
the ambient temperature is kept constant. Note that the degradation even at-very high current 
injection, which is about four times higher than the laser operation current density, is thought to 
be limited by the same gradual degradation mechanism. This indicates that II-VI materials do not 
possess fatal instability even under conditions well above laser operation. 
From the above discussion, we see that there are three ways to improve device reliability. The 
first is to lower the operation current density to suppress nonradiative e-h recombination. It is 
effective to fabricate the index-guided laser structure so as to reduce the threshold current density 
/ . It was found that J could be reduced to about 40 %, fabricating a channeled-substrate planar 
waveguide structure [12]. With this magnitude of current reduction, a several-fold increase of 
lifetime can be expected. The second is to reduce pre-existing defect density. The optimization of 
the growth conditions (e.g. growth temperature, growth rate, and II/VI flux ratio) is essential as 
we did for reducing stacking fault density. Although it is hard to detect point defects directly, 
time-resolved photoluminescence can yield information about nonradiative recombination 
centers [13]. Detailed study such as DLTS and ESR, to understand the microscopic structure of 
defects will improve our analysis of the degradation mechanism. The third is to suppress the 
generation and propagation of defects. One possible approach is to utilize the alloy-hardening 
effect. A mixture of materials with different bond lengths results in lattice rigidity. In this 
respect, BeZnMgSe [14] and ZnCdSSe [15] quaternary alloys are interesting candidates for 
cladding and active layers. 

Conclusions. 

We have identified two kinds of degradation modes of II-VI LDs - the stacking fault-related 
mode and the point defect-related mode. Their activation energy is different. By the optimization 
of device structure, we are now at the stage where the operation of devices is only limited by 
point defects. Experimental and theoretical aging studies revealed that these devices degrade not 
catastrophically, but gradually by recombination-enhanced defect reactions and ZnMgSSe-based 
materials are stable up to 2 kA/cm2. II-VI materials, when well prepared, have good potential as 
light-emitting devices. The degradation can be suppressed by controlling the three limiting 
factors. 

Acknowledgements. 

The authors would like to thank Professor S. L. Chuang of University of Illinois at Urbana- 
Champaign for fruitful discussions. They wish to thank S. Taniguchi, T. Hino for the MBE 
growth, and S. Tomiya and N. Nakayama for their measurements, and the other BLD project 
members for their experimental supports and fruitful discussions. They also thank T. Yamada for 
his encouragement of this work. 

References. 
1.    Unpublished. However, for 7.7 GB ROM (read only memory) disk system, see N. Eguchi 

and A. Ishibashi, Conference Digest of 1997 Optical Data Storage Topical Meeting (Tucson, 



1334 Defects in Semiconductors - ICDS-19 

Arizona, USA, 1997) p. 79. 
2. S. Taniguchi, T. Hino, S. Itoh, K. Nakano, N. Nakayama, A. Ishibashi, and M. Dceda, 

Electron. Lett. 32, 552 (1996). 
3. A. Ishibashi, M. Ukita, and S. Tomiya, 23rd International Conference on the Physics of 

Semiconductors, ed. M. Scheffler and R. Zimmermann (Singapore: World Scientific) pp. 
3155-3162(1996). 

4. N. Nakayama, S. Itoh, T. Ohata, K. Nakano, H.Okuyama, M. Ozawa, A. Ishibashi, M. Ikeda, 
and Y. Mori, Electron. Lett. 29,1488 (1993). 

5. S. Guha, J.M. DePuydt, M.A. Haase, J. Qiu, and H. Cheng, Appl. Phys. Lett. 63, 3107 
(1993). 

6. K. Nakano, S. Tomiya, M. Ukita, H. Yoshida, S. Itoh, E. Morita, M. Dceda, and A. Ishibashi, 
J. Electron. Mater. 25, 213 (1996). 

7. P. Bak, C. Tang, and K. Wiesenfeld, Phys. Rev. Lett. 59, 381 (1987). 
8. S. L. Chuang, A. Ishibashi, S. Kijima, N. Nakayama, M. Ukita, and S. Taniguchi, IEEE. J. 

Quantum Electron. 33, 970 (1997). 
9. J. D. Weeks, J. C. Tully, and L. C. Kimerling, Phys. Rev. B 12, 3286 (1975). 
10. M. Stutzmann, W B. Jackson, and C. C. Tsai, Phys. Rev. B 32, 23 (1985). 
11. Y.-K. Song, A. V. Nurmikko, C.-C. Chu, J. Han, T. B. Ng, and R. L. Gunshor, Electron. Lett 

32,1829 (1996). 
12. T. Kawasumi, N. Nakayama, A. Ishibashi, and Y Mori, Electron. Lett. 31,1667 (1995). 
13. K. Nakano, Y Kishita, S. Itoh, M. Ikeda, A. Ishibashi, and U. Strauss, Phys. Rev. B 53 

4722 (1996). 
14. A. Waag, F. Fischer, H. J. Lugauer, Th. Litz, J. Laubender, U. Lunz, U. Zehnder, W Ossau, 

T. Gerhardt, M. Möller, and G. Landwehr, J. Appl. Phys. 80, 792 (1996). 
15. K.-K. Law, P. F. Baude, T. J. Miller, M. A. Haase, G. M. Haugen, and K. Smekalin, 

Electron. Lett. 32, 345 (1996). 



Materials Science Forum Vols. 258-263 (1997) pp. 1335-1340 
©1997 Trans Tech Publications, Switzerland 

DEFECT CHARACTERIZATION OF II-VI COMPOUND SEMICONDUCTORS 
USING POSITRON LIFETIME SPECTROSCOPY 

G. Tessaro and P. Mascher 
Department of Engineering Physics 

McMaster University, Hamilton, Ontario, Canada 

Keywords: CdTe, ZnSe, positron lifetime spectroscopy, point defects 

Abstract. Positron lifetime spectroscopy was performed on a number of Zn- and Cd- 
based compound semiconductors. Defects were found to be present in all samples in the 
mid to high 1016 cm"3 range. The defects in the Zn-based samples were primarily of 
divacancy type, whereas the Cd-based samples contained either monovacancy or 
divacancy sized defects. Illumination of the Cd-based samples before the positron 
measurements indicated that there are no optically active metastable defects in these 
undoped samples. 

Introduction. 
II-VI compound semiconductors are wide, direct band gap materials that are suitable for a 
wide range of applications in blue-green and near infrared optoelectronic devices. These 
devices include LEDs and laser diodes, whose shorter wavelengths would result in 
dramatic improvements for optical data storage systems. For superior device performance, 
defects in these semiconductors must be thoroughly identified and characterized. Unlike 
materials such as Si and GaAs, which have been extensively studied, point defects in II-VI 
materials have been studied considerably less and more work is warranted. 

Positron lifetime spectroscopy (PLS) is an ideal technique for studying vacancy- 
type defects in single crystal semiconductors. Its high sensitivity and non-destructive 
approach make PLS an appealing defect characterization tool. 

In this report we will present the initial results of an investigation of the vacancy 
type defects in several single crystal Cd and/or Zn based semiconductor samples (CdTe, 
CdZnTe, CdTeSe, ZnSe, ZnS and ZnO) using a state of the art PLS system. These 
investigations include measurements at low temperatures and with i«-s7tu illumination. 

Experimental Details. 
Positron lifetime spectroscopy is an experimental technique used to characterize point 
defects in solids. It is based on the fact that a thermalized positron in a solid can be 
trapped at an open volume defect. This occurs due to the lack of the positive core of the 
atom at the vacancy, which creates an attractive potential. Once the positron is trapped at 
the defect its annihilation rate decreases due to the lower electron density. The resulting 
lifetimes and trapping rates are thus related to the size of the defects and their 
concentrations, respectively. 

Positron lifetime spectroscopy was performed using a spectrometer with a 
resolution of 235 ps (FWHM) and channel widths of approximately 19 ps. An 
encapsulated 22NaCl source was used to generate the positrons. To account for 
annihilations in the AI foü, lifetimes of 155 and 256 ps with absolute intensities of 1.7% 
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and 4.4% were subtracted from the spectra. The positron lifetime spectra were analyzed 
using PATFIT88 [1]. Several spectra were measured for each sample and 7xl06 counts 
were taken in each spectrum to be able to resolve defect related components. 

The Cd based bulk samples (CdTe, CdZnTe #1, and CdTeSe) and the bulk ZnSe 
were grown by II-VI Inc. using the Bridgman technique. Amistar Inc. grew the second 
CdZnTe #2 sample using the traveling heater method growth technique. Wafer samples of 
ZnSe and ZnS were grown by CrysTec Inc. All samples were nominally undoped. For the 
Cd based samples, spectra were measured as a function of temperature in a cryostat 
system. Temperatures as low as 20 K were attained. Additionally, these samples were 
measured after illumination with a quartz-halogen light source at low temperatures to 
investigate if any metastable defects were present in the undoped samples. The system is 
capable of illuminating with either broad band light or tunable monochromatic light by 
employing a monochromator. 

Results. 
The positron lifetime results of the room temperature measurements are summarized in 
Table 1. Tbuik is the bulk lifetime of positrons calculated from the fit parameters 
according to the conventional trapping model [2]. The actual bulk lifetime, Tbuik, is a 
materials parameter representing the lifetime of positrons in a defect-free lattice. 
Consistency between Tbuik™ and Tbuik is used to test the validity of the trapping model. The 
trapping rate, K, is directly proportional to the defect concentration. Low temperature 
measurements on the Cd-based samples were performed in darkness. They indicated no 
change in the trapping rates or lifetimes for these materials. 

Table 1. Positron lifetime results for the II-VI compound semiconductors at 
room temperature. The results are based on the averages of several spectra. All 
lifetimes are in ps. 

SAMPLE ^DEFECT tBULK™ ^AVERAGE K [ns-'j 

ZnSe (bulk) 302±9 233±1 241±1 0.39±0.09 

ZnSe (wafer) 305±9 230+2 240+1 0.44+0.12 

ZnS 310±8 215+1 227±1 0.44±0.07 

ZnO 298±9 183±1 200±1 0.59+0.07 

CdTe 332±11 280±1 292±1 0.65±0.28 

Cdo.96Zno.04Te #1 326±8 278±2 288±1 0.73±0.29 

Cdo.96Zno.04Te #2 367±17 280+1 289±1 0.27±0.09 

CdTeo.96Seo.04 360±10 282±1 289±1 0.27±0.06 

The Cd -based samples were also measured after being illuminated for 6 hours 
with a 250W QTH lamp that was filtered to include broadband light from 0.7 to 1.3 urn. 
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The goal of this experiment was to determine if any metastable defects were present in 
these samples. No significant change in any of the lifetime parameters was recorded 
during these measurements. This result was expected given the fact that the samples were 
undoped. 

Discussion. 
Cd-Based Samples 
The bulk and defect lifetimes in CdTe were determined to be 280±1 and 332+11 ps, 
respectively. This value for the bulk lifetime is in agreement with several other publications 
and is now well established [3,4,5,6]. The ratio of the defect lifetime to the bulk lifetime is 
1.15. This suggests that the defect is approximately the size of a monovacancy. The 
cadmium vacancy is most likely the defect we are detecting since it can occur in a neutral 
or negatively charged state which can be detected by PLS [3]. 

The CdTe low temperature measurements indicated no change or trend in the 
lifetimes or trapping rates as a function of temperature down to 20 K. This suggests that 
we are detecting either the neutral Cd vacancy or a Cd vacancy complexed with an 
impurity that results in a neutral defect. The presence of complexes is likely, given that 
CdTe contains high levels (1016 to 1017 cm'3) of residual impurities [7]. This interpretation 
of a complex is further supported by the expected charge state of the defect. An isolated 
Cd vacancy is expected to be a double acceptor in CdTe [6]. Thus, for the undoped 
sample, it would most likely be negatively charged. A negative defect should display 
changes in the trapping rate as a function of measuring temperature, which was not the 
case. Stadler et al. obtained similar results when they conducted low temperature 
measurements on CdTe and recorded no change in the PLS results for undoped CdTe [8]. 
The trapping rate in CdTe corresponds to a defect concentration of approximately 
7xl016cm3. 

The results for the first CdZnTe sample (#1) are very similar to those for the CdTe 
sample. The defect and bulk lifetimes indicate the presence of a monovacancy sized defect 
with a concentration of approximately 7xl016 cm"3. The identity of the defect is most likely 
that of a group II monovacancy. However, the CdZnTe #2 sample from Amistar displayed 
significantly different results. The defect lifetime of 367 ps in this sample is considerably 
longer than that in the first CdZnTe sample and is indicative of a divacancy defect. This 
suggests that the defect profiles in CdZnTe may be very sensitive to the specific growth 
conditions. The defects in this sample were also neutral, given that no temperature 
dependencies of the lifetime parameters were measured. 

The CdTeSe material's PLS results were noticeably different from the CdTe 
samples. The addition of 4 % of selenium resulted in the defect lifetime changing to 
359±10ps. This longer lifetime likely originates from a divacancy sized defect. Also, the 
defect concentration has decreased by a factor of three as compared to the CdTe and 
CdZnTe samples. These changes may be the result of conglomeration of mono vacancies 
into divacancies due to the presence of Se or to segregation effects. There were no effects 
detected by low temperature measurements, thus the defects are neutral. 

The illumination of the Cd-based sample prior to the positron lifetime 
measurement indicated no significant change in the PLS results. This suggests the lack of 
metastable defects in these samples. This finding is expected, given that the models for 
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metastable defects in CdTe and CdZnTe are associated with a specific substitutional 
dopant such as Cl or In [9]. 

Zn-Based Samples 
From Table 1 we see that there is excellent agreement between the bulk and wafer ZnSe 
samples. The bulk lifetime was found to be 232±2 ps and a defect lifetime of ~304±9 ps 
was measured. The value of this defect lifetime when compared to the bulk lifetime 
suggests a divacancy sized defect in the material. From the trapping rates, K, the 
concentrations of these defects were determined to be ~4xl016 cm'3. The agreement 
between the two samples grown by different manufacturers suggests that the defect profile 
is not as strongly dependent on the growth technique as in the CdZnTe samples. 
However, further studies on a wider range of materials will be necessary to prove this. 

The ZnS sample yielded a shorter bulk lifetime of 215+1 ps as compared to the 
ZnSe samples. A long defect lifetime of 310±8 ps was measured with a trapping rate 
corresponding to a concentration of ~4xl016 cm"3. As with the ZnSe, this long lifetime is 
indicative of a larger defect of approximately the size of a divacancy. 

The results for the ZnO single crystal indicate that this material's quality is far 
lower than that of the other Zn-based samples. The defect lifetime of 298+9 ps was 
dramatically longer than the bulk lifetime of 183+1 ps and is likely an average of several 
differently sized, small voids in the material. The total concentration of these defects was 
~6xl0 cm'. This bulk lifetime reported here agrees with several other sources and is 
now well established [10, 11]. 

Conclusion. 
Defects were found in all samples in concentrations in the mid to high 1016 cm"3 range. The 
defects in the Zn-based samples were larger than in the Cd-based samples and were likely 
divacancy type defects. In the CdTe sample, the defects were neutral monovacancy or 
divacancy sized defects that are most likely Cd complexes. The addition of Se to CdTe 
results in a smaller concentration of larger, divacancy size defects. The defect profile of 
CdZnTe appears to be very dependent on growth conditions given that two samples of the 
same Zn mole fraction contained dramatically different defect profiles. 

The PLS results for the Cd-based samples after illumination indicated that no 
metastable defects are present in these undoped samples. Investigations of doped samples 
are underway and will hopefully reveal considerable insight into the nature of such 
metastable defects. 
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Abstract 

Dependent on the In-concentration, ranging from 1016 cm"3 to 1020 cm"3, two different types of 
In-defect complexes were observed in ZnS, CdS, ZnSe, CdSe, ZnTe, and CdTe. The local atomic 
configurations of the defects formed with In-donors were investigated by perturbed yy angular 
correlation spectroscopy. For ZnS and ZnSe a reversible transition between the two defect structures 
occurs in the temperature range from 100 K to 300 K. The results are discussed in terms of two 
structural and electronic configurations of the cation vacancy. 

Introduction 

The key issue for the technological application of II-VI semiconductors is the control of their doping 
properties. For several decades the fabrication of low resistive j?-type and «-type II-VI compounds 
has been a main topic of semiconductor research. Whereas p-type doping turned out to be a severe 
problem in the case of ZnS, ZnSe, CdS, and CdSe, the «-type doping of these compounds can be 
done by introducing group HI elements (Al, In, Ga) or halides (Cl, Br, I). In contrast, ZnTe can be 
doped /»-type but it is difficult to achieve «-type conductivity [1]. In recent years, there has been 
significant progress inp-doping of e.g. ZnSe, using atomic nitrogen as a dopant source together with 
ultrapure growth techniques like MBE [2]. Nevertheless, the fundamental physical properties, 
determining the achievable doping level and the compensation mechanisms for different dopants in 
the respective compounds are still open questions. 

The maximum electron concentration, which has been reached, is about n = 1019 cm"3 in ZnSe 
using chlorine [2] and about n = 1018 cm"3 in the Te-based compounds (with the exception of ZnTe) 
using indium or iodine as dopants [3]. As mechanisms responsible for the limited efficiency of 
«-doping the formation of intrinsic acceptor like defects, e.g. cation vacancies, the compensation by 
residual impurities, and the limited solubility of donor atoms are discussed. 

The compensation of the donor In, as a representative of the group in donors, is investigated on an 
atomic scale by applying the locally sensitive perturbed yy angular correlation (PAC) technique. 
Using radioactive u'in as a probe atom, the influence of intrinsic or extrinsic defects, relaxations, 
or precipitations on the local charge density is detected by their characteristic electric field gradients 
(EFG). 

Experimental Details 

The PAC technique is based on the hyperfine interaction of suitable radioactive nuclei with the EFG 
caused by the surrounding charge distribution. The decay of the nuclei implies a yy cascade 
populating the isomeric level of a daughter nucleus, which is used for the PAC experiment. For the 
experiments presented here, the probe mIn is employed, which is a donor on a cation site in 
II-VI semiconductors. It decays into  mCd being isoelectronic or identical to the group II 
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constituent of the investigated compounds. The interaction between the quadrupole moment Q of 
the isomeric 1 = 5/2 level of ulCd and the external EFG yields the three frequencies coj, co2, and 
co3 = co1+<a2 in the PAC time spectrum R(t), which is described by: 

3 
R(t) = A2[f-(S0 + Xsncoscont) + (l-f)]. (1) 

n=l 

The spectrum is measured by detecting the two y-rays of the cascade in coincidence. The largest 
component of the traceless EFG tensor, Vzz, is usually expressed by the quadrupole coupling 
constant VQ = eQVzz/h, which is proportional to coj. The asymmetry parameter r\ = (Vxx-Vyy)/Vzz is 
deduced from the frequency ratio co2/coi and satisfies the condition 0 <r\ < 1. The frequencies con 

can be directly obtained from the Fourier transform F(co) of the time spectrum R(t). The coefficients 
So and Sn depend on the orientation of the EFG tensor with respect to the detectors. In this way the 
orientation of the observed defect complex within the host lattice can be determined. The factor f 
denotes the relative fraction of 11[In atoms that is associated with this EFG. The factor A2 = -0.14 
describes the spatial anisotropy of the emission of the second y-quant with respect to the first 
y-quant. A detailed description of the PAC spectroscopy is found in [4]. 

It should be noted that in a PAC experiment the EFG is observed after the radioactive decay at the 
inCd nucleus within the following 500 ns, whereas the formation of the complex happens at the 
parent isotope 111In. The local atomic and electronic configuration is assumed to be adapted to the 
new local structure within few picoseconds after the radioactive decay. The EFG, therefore, is 
determined by the charge distribution in the surrounding of the ^Cd atom. Consequently, the PAC 
experiments in II-VI semiconductors deliver information about the complex formation at the donor 
mIn and about the structure of isolated defects in the neighbourhood of the isoelectronic 1HCd 
atom. 

The II-VI semiconductors were simultaneously doped by diffusion with radioactive 1I!In (about 
5-1011 atoms) and stable In. The temperature was 1070 K, or 900 K in case of CdTe. The diffusion 
time ranged from 90 min up to 5 days. The In concentration was controlled by adding small 
amounts of In during the diffusion, which were evaporated as dots onto quartz, each containing 
4-1015 In atoms. For homogenous doping of bulk crystals, pieces of In metal were used instead of 
the dots. The total number of In atoms, incorporated into the crystals, was determined via the 
radioactive tracer ^In. Additionally, CdTe layers in-situ doped with radioactive and stable In 
during metalorganic chemical vapour deposition (MOCVD) were investigated. The layers were 
grown on GaAs substrates using the precursors dimethylcadmium (DMCd), diisopropyltellurium 
(DiPTe), and trimethylindium (TMIn). 

Results and Discussion 

PAC experiments in II-VI compounds doped exclusively with radioactive inIn ([In] < 1016 cm"3 ) 
have shown the formation of MM-VM pairs as a common phenomenon in all of these semiconductors 
[5]. These In-defect complexes are subsequently denoted as 'type I'. The observed cation vacancies 
VM are produced either by thermal treatment or by electron irradiation. The same complexes 
(A-centres), formed between a donor and a cation vacancy, were observed by EPR e.g. in the case of 
ZnSe, ZnS [6] and CdTe [7] doped with group IH or group VII elements. 
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Fig. 1 Characteristic EFG corresponding to type II complexes that are related to the 
cation vacancy in highly In-dopedII-VI compounds. 

Increasing the In-concentration by adding stable In leads to the observation of new EFG when the 
doping level exceeds about [In] = 1018 cm'3. In all II-VI compounds the frequencies vQ are nearly 
twice as large as those produced by the known cation vacancies (type I). In addition, the 
corresponding defects, denoted in the following as type II, are characterised by up to three, slightly 
different EFG (table I). This feature is common to all investigated II-VI semiconductors. In case of 
CdS:In and CdTe:In, the same EFG were also reported by Magerle [8] and Wegner [9], respectively. 

type II type I [5] 

compound VQ(MHZ) n VQ(MHZ)             T| 
CdS 125 0.25 72.5            0.35 

79.0           0.21 
CdSe 116 

126 
0.15 
0.2 

66.5           0.32 
71.0           0.05 

CdTe 100 
103 
113 

0.0 
0.0 

0.18 

60.0           0.10 

ZnS 136 
144 
152 

0.3 
0.2 

0.03 

81.5           0.16 

ZnSe 118 
121 
132 

0.18 
0.0 
0.2 

72.0           0.05 

ZnTe 95 0.0 60.0            0.01 
[In] > 1018 < im [In] < 1018 cm'3 

Table I. EFG of cation 
vacancies in II-VI compounds, 
which were doped by diffusion 
with different concentrations 
of In. The EFG (TM = 300 K) 
were measured at the probe 
1!1In/ulCd. The relative 
errors are about 1 % for VQ 

and about 10% for rj. 
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The influence of the growth and doping technique on the formation of the observed type II defect 
complex was investigated in CdTe layers doped in-situ with luIn atoms and stable In during 
MOCVD growth. In layers grown at Tg = 663 K with a DiPTe:DMCd ratio of 3:1, the 
In-concentration as determined via the radioactive tracer '"in, was 5-1020 cm"3. The PAC spectra of 
these CdTe layers show a fraction of about 10 % of the probe atoms to be located within the type II 
defect structure. Increasing the growth temperature to T„=693 K, however, the formation of the 
compound InTe is observed, which is identified by its characteristic EFG of VQ = 24 MHz, r\ - 0 
[10]. Since the In-concentration is determined to be more than 1021 cm"3 in this case, a segregation 
of InTe is plausible. When the DiPTe:DMCd ratio is reduced to 1:1 at the same growth temperature, 
the formation of In-precipitates, characterised by VQ = 17.5 MHz, TJ = 0 [11], is detected. 

In CdTe epilayers the degree of compensation of the donor In was also investigated by Hall-effect 
measurements. In this case, the concentration of stable In was determined with help of SIMS 
measurements. In as grown layers, the highest conductivity is achieved for [In] = 2-1018 cm"3, with 
a carrier concentration of n = 1016 cm"3. Increasing the In-concentration further, the carrier 
concentration n decreases again. This result can be correlated with PAC measurements, which yield 
that most of the In atoms in as grown layers are not located on unperturbed substitutional lattice 
sites. By annealing these layers at Ta = 700 K under Cd-vapour, the carrier density is increased up to 
n = 2-1018 cm"3, corresponding to a conversion of almost all of the introduced In atoms into 
electrically active donors. The same doping limit is reported by Bassani et al. for In-doped CdTe 
layers grown by MBE using excess Cd [3]. 

PAC investigations performed at CdTe crystals under annealing conditions similar to those used for 
the Hall-measurements reveal the formation of type Et complexes. After annealing the crystals under 
Cd-vapour these defects disappear almost completely. Subsequent annealing under Te-vapour again 
leads to an increase of the defect fractions. This behaviour indicates that the type II defect complex 
also contains a Cd-vacancy, because it is removed or produced by annealing under Cd- or Te-vapour 
respectively. 

PAC measurements in CdTe show that the orientation of the EFG tensor does not change when the 
EFG changes from type I to type H In both cases the orientation of the EFG tensor is almost along 
the <11 Indirection of the lattice. The <lll>-orientation has been explained by the fact that the 
charge of the cation vacancy is located on the neighbouring Te-atoms [5]. Thus the orientation of 
the type II defect would be as expected if besides the '^In probe a single cation vacancy is 
involved. 

For the type II defect complex in CdS, the complex luIncd-Vcd-Incd nas Deen proposed by 
Magerle et al. [8]. When the high doping level was generated by Ga instead of by In in our 
experiments, however, the identical EFG are observed in all II-VI compounds. If it is assumed that 
Ga, which is chemically very similar to In, forms an equivalent complex, a different EFG would be 
expected for the complex 111InCd-VCd-GaCd in CdS. It is therefore concluded that the type n defect 
complex does not correspond to a '' 'incd-Vcd-InQj complex. 

These experimental results indicate, that the type II defect complex conists of a single In-atom and a 
cation vacancy. Thus a close relation of this defect complex to the A-centre is indicated. The 
constituents of both defect types are supposed to be the same, whereas the structural and electronic 
configuration of the observed defects are different. 
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Fig. 2: Fourier   transforms   of PAC 
spectra measured at different temp- 
eratures in a ZnS crystal containing 

more than 101S In cm'. 

The results of PAC measurements in ZnS as a function of 
the sample temperature during the measurement confirm 
the close structural relation of the type II defect complex to 
the A-centre. ZnS crystals doped moderatly with In-donors 
show the simultaneous formation of the type I and type II 
defect complexes and a reversible transition between them 
depending on the sample temperature (fig. 2, fig. 3). 
Below TM =100 K the In atoms are mostly located within 
the type II defect comlex, whereas above up Tj^ = 250 K 
the type I defect is preferred . Similar transitions between 
both defect complexes are observed in ZnSe, ZnTe, and 
CdSe, whereas in CdTe no such transition between the 
type I and type II defect has been observed, up to now. 

30 —O— defects type I 

—D—defects type II 

500 

temperature (K) 

Fig. 3 The relative fraction of defect types I and II in 

ZnS as a function of the sample temperature. 

The reversible transition between the type I and type H complexes upon change of the sample 
temperature as well as the identity of the EFG measured in In- or Ga-doped crystals clearly show 
that the type II complex also consists of only one In-atom and one cation vacancy. The magnitude of 
the EFG corresponding to this ^Cd-defect complex could be related to two different effects: 
Firstly, the local arrangement of the atoms surrounding the cation vacancy is changed or, secondly, 
the electrical charge state of the vacancy is altered due to a different position of the Fermi-level. 

It should be recalled that the EFG is always measured at the isoelectronic     Cd daughter isotope 
Thus the cation vacancies are no longer part of the originally formed LIM-VM complex. Provided 
that the electronic level associated with the V"/2~ defect is located in the upper half of the bandgap, it 
is reasonable to assume that the charge state of the vacancy changes under the present experimental 
conditions: If most of the In-donors are compensated by acceptor-like cation vacancies in weakly 
In-doped crystals, the Fermi level is located below the V~/2"-level, so that the charge state V" is 
observed. When the donor concentration increases, the Fermi level passes the V"/2" level and the 
doubly charged vacancy V2" is observed. For CdTe, the position of the V"/2" level has been 
determined by Marfaing et al. [12] to Ey + 0.9 eV, which is in the upper half of the bandgap and 
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supports this interpretation. Nevertheless lower values are reported in the literature, e.g. by 
Emanuelson et al., who determined the level position to Ev + 0.47 eV [13]. Since the crystals were 
doped by diffusion, the donor-concentration is not homogeneous across the sample. Therefore, it is 
possible that type I and type II defects are observed simultaneously in one crystal and that the 
transition between the two defect types occurs over a wide temperature range between 100 K and 
300 K. The occurrence of three EFG characterising the new defect structure, however, is not yet 
fully understood within this model. It may be caused by an additional lattice distortion around the 
cation vacancy when the charge state is changed. 

Summary and Outlook 

It has been shown that in II-VI semiconductors cation vacancies passivate the donor In. Depending 
on the doping level and the sample temperature, two different configurations of the cation vacancy 
are observed after the decay of the radioactive probe H1In into lnCd. This effect is common to all 
investigated II-VI semiconductors and is independent of the nature of the used donor atoms. In a 
preliminary model it is assumed that the vacancy is singly charged in weakly In-doped crystals and 
doubly charged in the highly In-doped crystals. In order to investigate the influence of the donor 
element on the charge state and the configuration of the vacancy more comprehensively, PAC 
experiments in II-VI compounds doped with group VII elements are in preparation. Additionally, 
the atomic configurations of the vacancies belonging to the different EFG, will be examined by 
theoretical calculations of the corresponding EFG. 

We would like to thank the Technion Institute in Haifa, Israel, for the performance of SIMS 
measurements in CdTe and the German Bundesminister für Bildung und Forschung for the support 
of this work under grant Wi3S AA. 
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Abstract 
Defects responsible for compensation of CdS doped with fast diffusors were studied using 
perturbed angular correlation spectroscopy (PAC). Cu was evaporated on CdS containing mIn 
probe atoms, and annealed at room temperature (RT). This resulted in gradual increase of pairing 
between substitutional luIn atoms and native cadmium vacancies, VCd, up to 100% in cca 7 days 
period. The model is presented which explains these results as well as electrical compensation of 
CdS by Cu: The RT in-diffusion of Cu donors into CdS provokes simultaneous in-diffusion of 
cadmium vacancies, which are double acceptors. Hence Cu compensates CdS crystal indirectly, by 
bringing into the crystal new Vc<i, that pair with existing donors causing their electrical 
compensation. Model explains consistently experimental results on Cu doped CdS and also 
reconciles two widely accepted but apparently contradictory assumptions: one, that Cu in CdS is a 
fast diffusor which moves as an interstitial, and hence is a donor, and the other, that Cu 
compensates donors in CdS and hence effectively acts as an acceptor. 

Introduction 
Fast diffusors (Cu, Ag, Au, Li,) are important impurities or dopants in practically all 
semiconductors. They are characterized by their ease to penetrate into the material[l-10], often in 
an uncontrollable way. Particularly, it is well known that Cu dramatically influences electrical, 
optical and photoelectronic properties (compensation, luminescence, phtoconductivity, 
photosensitivity, carrier lifetime, etc..) of CdS[8,ll]. 
Cu is a very fast diffusor in CdS [1-10], as shown in radio-tracer experiments [4,5], by capacitive 
technique[7,10], ultrasonic technique[l,2], changes in electrical conductivity[3,9], in photovoltaic 
properties[8] or photo-acoustic spectroscopy[3]. In all reports the diffusion coefficient was always 
very high: DCu(T) = 1.2x10"2exp(-1.05 (eV)/kT)[l]; or DC„(T) = 2.1xl0-3 exp(-0.96 (eV)/kT)[7]; 
or DCu(T) = 1.6xl0'3 exp(-0.77(eV)/kT) [5], As a consequence, Cu penetrates readily into CdS even 
at quite low diffusion temperatures[5,6,7,8]. For example, for diffusion temperature of only 250°C 
the diffusion from the CuxS film into CdS single crystal resulted in Cu penetration of several tenths 
of microns in only 30 minutes[6], while for the diffusion from the evaporated pure Cu film the 
penetration of 8 microns in 10 h was reported[7]. Even at room temperature, RT, Cu penetrates 
considerably: 20 nm in 2 days, 150 nm in 30 days and 200 nm in 120 days[10]. Cu enters easily in 
both single crystal CdS[l,2,3,6,7,9] and in CdS film[10,12]. Fast in-difflision of Cu was reported 
both from pure Cu evaporated on CdS[l,2,3,7,9,10] and from CuxS layer formed on CdS as a 
copper source[6,10,12]. To explain such an extremely high diffusivity it is generally believed that 
Cu moves through CdS as an interstitial. 
Considering electrical properties, the Cu in-diffusion transforms n-type CdS into a highly 
compensated material[l,2,5,8,13]. Therefore the effective electrical action of copper in CdS is 
clearly acceptor-like. Isolated substitutional Cu in CdS is a deep acceptor trap, with an energy level 
at 1.20 eV above the valence bandfll]. Hence when considering defects that can compensate 
donors and convert n-CdS into electrically compensated, highly resistive material, the substitutional 
Cu, Cucu, is a natural choice[l,2,14,15]. This selection is also in accordance with the previous 
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reports that Cu related compensating defects are deep traps[l,2,6,7]; estimated to be at last 0.3 eV 
and up to 1.1 eV above the valence band[7]. 
Heretofore, no plausible explanation has been offered to overcome this apparent contradiction, (Cu 
as a fast diffusor is a donor in interstitial position, while as a compensating defect Cu is an acceptor 
in substitutional position) and no conclusive experimental evidences have been reported to explain 
this problem, particularly not at the atomic level. 
In this paper the microscopic mechanism of compensation of donors in CdS by fast diffusor Cu is 
reported. Along the course of our detailed studies of In doped CdS, we have learned how to 
introduce In atoms in CdS and position them in a controlled way either exclusively in unperturbed, 
substitutional InCd+ sites, or partly in Inc/ site and partly paired with VCd„ i.e. in (IiW-Vcd2")" 
complex[16]. The former of these two different In configurations is a donor in CdS while the later 
is an acceptor. Hence they represent two different types of possible traps for diffusing Cu atoms. 
Iricd+ could attract and bind by a coulombic attraction Cu atom in any acceptor-like position (Cuw, 
for example), while (IrW-Vcd2)" acceptor can attract and bind Cu atom in any donor-like position 
(Cui, for example). (Incd

+-VCd2')* also offers a potential recombination site for diffusing Cu atom, 
which would result in the neutral complex (Incd+-CuCd")- Any of these possible new complexes 
would result in a distinct electric filed gradient (EFG) on probe atom "'in, and in PAC spectra a 
new frequency would appear, characteristic for this particular defect. 

Experimental procedures 
CdS samples were prepared from the commercial, undoped single crystal CdS in several steps: 
First, approx. lO'Vcm2 inln atoms were implanted at 350 keV. This small dose is too low to affect 
the concentration of residual donors in undoped CdS crystal, but inserts enough nuclear probe 
atoms to enable the use of PAC. Secondly, the samples were annealed under S pressure at 700°C to 
position luIn probe partly in a substitutional Cd place, In«*, and partly in complexes (IiW+Vcd2")" 
[16]. Both sites are characterized in PAC spectra with a characteristic coupling constants 
(frequencies) 7.4 MHz and 72&79 MHz, respectively. Two close frequencies, 72&79 MHz, arise 
from small difference in distance between In and Vcd in basal plane and out of it [16]. Then the Cu 
layer (32 nm thick) was evaporated on the implanted and annealed surface of CdS, to serve as an 
infinite source of Cu atoms. PAC spectra were measured periodically after Cu evaporation in order 
to determine the effect of RT annealing on PAC signals. 

Results 
Figure l.a shows PAC spectrum and its Fourier transform before Cu evaporation, i.e. after 
implantation and annealing which positioned U1ln probe atoms in both donor and acceptor sites. 
The initial fractions of the InCd

+ donors and (Incd++VCd
2")" acceptor pairs were approximately equal. 

Annealing of the sample at RT for a number of days did not change this ratio. Several hours after 
Cu evaporation spectrum 1 .b was taken. There is no new, Cu related frequency. The only difference 
in comparison with the initial spectrum is slight increase of (InCd*-VCd2")' pair fraction at the expense 
of Incd* fraction. Spectrum l.c, taken after one week RT annealing, shows further strong increase of 
(Incd"-Vcd) pairs, almost to 100%, with practically no ItW atoms remaining unpaired. Again, no 
new, Cu related frequency was observed. 
Figure 2 summarizes the effects of annealing on Cu doped and undoped CdS. As shown in Fig. 1, 
for Cu doped samples RT is sufficient to provoke an appearance of Vcdand their pairing with In. On 
the contrary, for undoped CdS samples the annealing temperatures above 400-450°C are needed for 
VCd to appear, and even that occurs only under favorable annealing conditions (low chemical 
potential of cadmium, which was in present experiments obtained via S over-pressure during 
annealing). 

Discussion 
Since fast diffusing Cu interstitial is expected to be a donor, the crucial question arises: how does 
Cu in CdS effectively acts as an acceptor, as required to explain electrical measurements? Hitherto, 
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Figure 1: PAC time spectra, R(t), and their Fourier transforms, F(co). 
a) after implantation of'"in and annealing under S pressure at 700 C. b) 6 hours after Cu evaporation, c) 
7 days after Cu evaporation; annealing at room temperature 

the only proposed solution was a CuCci acceptorfl,2,14,15]. During Cu diffusion in CdS the CuCd 
defect can be created in two ways: (i) by filling in an already existing cadmium vacancy, or (ii) by 
kicking out one Cd atom from its substitutional site, and exchanging places. Both explanations have 
been invoked to account for the effect of electrical compensation but have never been proved by 
some independent experiment. 
(i) The first assumption requires a preexistence of free Cd vacancies in the crystal. During in- 
diffusion Cu; would stumble across such a Vc<i and would be trapped in it. However, due to 
thermodynamical requirements the intrinsic, equilibrium concentration of VCd at RT should be 
extremely low[13,17]. Furthermore, the isolated VCd is a double acceptor in CdS[13,17-19] and 
other II-VI's. Hence its concentration has to be lower than the net residual donor concentration, 
since undoped as-grown CdS is always n-type. Besides, the recombination of Vcd with diffusing Cu 
atoms would reduce its negative charge by creating singly ionized acceptors CuCd, and CdS would 
become more n-type - not semi-insulating, as observed experimentally[l,2,5,8,13]. 
An alternative to the single VCd concept is some (D*- VCd"-)' complex, where D denotes some 
unspecified donor. In that case the concentration of Vcd can be considerably higher then its intrinsic 
value[ 13,20-23], being essentially determined by these donor concentration. That hypothesis can be 
checked experimentally at the microscopic level with the PAC method, as demonstrated in this 
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paper: we created the (InCd+-VCd2')" trap, offering it to the diffusing Cu interstitials. Should the Cu 
atom be trapped in such a complex then a new complex, (Incd-CuCd), would be formed, which would 
produce a new and distinctive PAC frequency. However, as shown in Fig. 1 such interaction did not 
take place. 
(ii) The second possibility, the interstitial-substitutional mechanism[2], has also a very serious 
drawback: The result of kicking out the Cd atom from its lattice site would result, in an acceptor 
Cued. However, an interstitially placed Cdi would be created as well. This species is known to be 
(double) donor[13,20,24], and the net result of Cu o Cd exchange would not lead to electrical 
compensation of donors, unless these Cdi atoms out-diffuse from the sample (or precipitate 
somewhere else in the second phase) with the diffusivity larger or at least comparable to that of CUJ. 

Although diffusion coefficient of Cd, at RT is not known, according to the values at higher T 
[25,20,21] its RT diffusivity has to be many orders of magnitude lower than that of Cu,. So this 
mechanism can be also safely ruled out. 
Here we propose a new model for the compensation mechanism in CdS by Cu in-diffusion. We are 
also giving arguments that this model might be more universal and could explain compensation in 
other II-VI compounds caused by diffusion of other fast-diffusing species as well. 
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Figure 2: Change of fraction of(InCctVcJ pairs with annealing: 
♦ - CdS with evaporated Cu layer: D - undoped CdS annealed under S pressure: O - undoped CdS 
annealed under Cd pressure 

Basic assumptions of the diffusion-induced vacancy, DIV, model, for electrical compensation: 
The in-diffusion of Cu donors into CdS provokes simultaneous in-diffusion of Vcd which are 
(doubly ionized) acceptors in CdS. Along their in-diffusion into the crystal VCd become trapped by 
existing donors, compensating them electrically. Hence Cu actually compensates CdS crystal 
indirectly, by bringing along new Cd vacancies into the CdS. These vacancies pair with free donor 
atoms, and in fact, do the electrical compensation. 
Conceptual arguments for the co-diffusion of VCd acceptors along with Cu; donors are analogous to 
those evoked to explain spontaneous self-compensation in doped ionic insulators: In truly ionic, 
wide band-gap I-VII compounds the presence of II-row-atoms results in spontaneous formation of 
equal concentration cation vacancies. For example, the presence of each atom of Ca in KC1 crystal 
brings spontaneously one vacancy into cation sub-lattice. Namely, the energy gained by 
compensation is higher than the energy that is needed to produce a compensating defect. The net 
result   is   the   lowering   of   total   energy   of   the   crystal,   and   hence   the   spontaneous 
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introduction/formation of such defects is favoredf 19,26]. Although CdS is a semiconductor and not 
the ionic crystal it has quite large ionicity of its chemical bonds[27] (ionicity fraction,/, of bonds in 
CdS is 0. 685 by Phillips's definition; or 0.59 by Pauling's, or 0.63 by Coulson's definition), and a 
quite large band-gap (2.58 eV) as well. Therefore, it should be not surprising but rather expecting 
that the same minimum-total-energy requirement fulfilled by the formation of self-compensating 
native defects, so dominant in I-VII ionic crystals, is also the driving force for the spontaneous 
cation vacancies in-diftusion in CdS during in-diffusion of movable, new donors. Hence, the 
appearance of fresh VCd2~ acceptors is a spontaneous reaction to the diffusion of interstitial Cu+ 

donors into the crystal. Essentially, high ionicity and large band-gap of CdS are a reason that the 
minimum total energy requirement is best achieved through the formation of self-compensating 
defects. The same arguments hold for most of other II-VI compounds, for which the tendency 
toward electrical self-compensation is generally quite strong(19, 22, 28,26). 
The PAC results presented here, give powerful experimental support to the above model. PAC 
spectra show strong increase of 72&79 MHz signal after Cu evaporation on the CdS crystal. The 
increase starts already at annealing temperatures as low as RT. As reported earlier, this signal 
represents (InCd+-VCd2")" complex[ 16,29,30]. The experiment is especially clean since at RT both 
probe In atoms and these VCd which are trapped at (IiW-Vcd2')" pairs are immobile[25]. The only 
mobile specie (besides Cui) is single VCd, having a migration energy of only 1.0 eV [29]. Hence the 
increase of (IiW-Vcd2')" pairs can come only from the in-diffusion of new VCd. These Cu-induced 
cadmium vacancies, are then being trapped at the existing In donors, Incd

+, forming additional 
acceptor-like compensating complexes (InCd+-VCd2")". It seems very probable, that other Ill-group 
donors, not seen by PAC, have been neutralized in the same way. This mechanism of compensation 
is quite efficient since (Incd"-VCd2")' acceptor complex does not only neutralize one Incd"" donor, but 
also compensates one Cui donor, or any other shallow donor present in the crystal, as well. 
Additionally, PAC results show that Cui itself is not in any significant concentration trapped in the 
vacancy which has already been associated with In donor. Should the Cu be trapped at (IiW-Vcd2")" 
complex, this would influence the 72&79 MHz frequencies, i.e. a new pair of frequencies would 
appear in the spectra, which obviously did not happen. 
The proposed DIV model is compatible with available reports on electrical properties of Cu doped 
CdS, as well as with the results obtained with a variety of experimental techniques, cited above. In 
the light of the present model previously reported results on electrical compensation of Cu doped 
CdS should be re-interpreted: it is VCd that does the compensation, not Cu. The compensation does 
not reflect the extent of in-diffusion of Cu, and formation of CuCd acceptors, but rather the mobility 
and extent of in-diftusion of VCd2' acceptors, although the two are obviously interconnected. It is 
important to note that neither proposed model nor our experimental results deny (nor confirm) the 
existence of isolated CuCd species in RT Cu-diftused CdS samples - if present they are invisible to 
PAC method. The point is that CuCd, according to the proposed model, and also due to arguments 
given in (i) in (ii), is not the main compensating defect of fast diffusors. 
The DIV model reconciles successfully two widely accepted but apparently inconsistent 
assumptions: one that Cu is an acceptor which compensates donors in CdS, and the other, that Cu 
in CdS is a fast diffusing interstitial donor. The first step in in-diffusion of Cu into CdS is probably 
the exchange of Cu atom with Cd atom at the Cu-source/CdS interface. When Cu jumps into 
interstitial place one VCd is created at the CdS surface. Then both Cu and Vcd start diffusing into 
CdS, Cu through interstitial and Vcd by substitutional mechanism. The by-product of the Cu-Cd 
exchange at the interface would be the presence of Cd atoms in the Cu-source, - which was indeed 
found in RBS measurements [12]. The proposed model accords nicely with the solely PAC data on 
fast diftusers reported up to now, where Li, introduced from the metallic phase, also increased 
significantly the concentration of (In-Vcal,on) pairs in CdS[30], ZnS and ZnTe[31], although at 
considerably higher temperatures. 
Considering similarities between a number of fast diffusors (Ag, Au, Li) with Cu[l,2,ll], and 
relatively high ionicity and large band-gap of most II-VI compounds[27], it seems plausible that the 



1352 Defects in Semiconductors - ICDS-19 

same or similar mechanism of indirect compensation, by diffusion-induced cation vacancies, can 
explain compensation effects for other fast diffusors and other II-VI compounds as well. 

Acbwwledgments: This research was supported by the Ministry of Science and Technology of 
Croatia, and by the Deutsche Forschungsgemeinschaft (SFB 306). 

References : 
1. J.L.  Sullivan, J. Phys D: Appl. Phys. 6, 552 (1973) 
2. J.L. Sullivan, IEEE SU-32, 71, (1985) 
3. K. Shima, Jpn. J. Appl. Phys. 15, 195 (1976) 
4. H.H. Woodbory, J. Appl. Phys. 36, 2287 (1965) 
5. R.L. Clarke, J. Appl. Phys. 30, 957 (1959) 
6. T. Yamagami, Jpn. J. Appl. Phys. 33, 3237 (1994) 
7. J. L. Sullivan, Phys. Rev. 184, 796, (1969) 
8. T. Lukaszewicz, phys. st. sol. (a), 78, 611, (1982) 
9. Yu. A. Zagurulko and B.L. Timan, Sov. Phys. Semicond. 14, 1354 (1980) 
10. B. Lepley, P.H. Nguyen, C. Boutrit and S Ravelet., J. Phys. D. Appl. Phys. 12, 1917 (1979) 
U.R. Heitz, A. Hoffman, P. Thurian and I. Broser, J. Phys. C: Condens. Matter 4, 157 (1992) 
12. M. Al-Achkar and CG. Scott, J. Mat. Sei. Lett., 13, 319 (1994) 
13. V. Kumar and F.A. Kroger, J. Sol. St. Chem 3, 387 (1971), and F.A. Kroger, The Chemistry of 

Imperfect Crystals, Nort-Holland, Amsterdam, 1964, second edition 1967. 
14. P. J. Sebastian and M. Ocampo, J. Appl. Phys. 77, 4548 (1995) 
15. P. J. Sebastian, Appl. Phys. Lett. 62, 2956 (1993) 
16. R. Magerle, M. Deicher, U. Desnica, R. Keller, W. Pfeiffer, F. Pleiter, H. Skudlik and Th. 

Wiehert, Appl. Surf. Sei. 50, 169 (1991), and U.V. Desnica, I.D. Desnica-Frankovic, R. 
Magerle, M. Deicher, and A. Burchard, to be published. 

17. D.B Laks, CG. Van de Walle, GF. Neumark, P.E. Bloech, and S.T. Pantelides, Phys! Rev. B, 
1992, 45, 10965. 

18. F.J. Bryant, Prog. Cryst. Growth and Charact. 1983, 6, 191. 
19. Y. Marfaing, Prog. Crystal Growth and Charact., 1981, 4, 317-343. 
20. H.W. Woodbury,Phys. Rev. 134, A492 (1964), 
21. E.D. Jones and H. Mykura, J. Phys. Chem. Solids 39, 39 (1978) 
22. Y. Marfaing, J. Cryst. Growth, 1996, 161, 205. 
23. A. Garcia, and JE. Northrup, Phys. Rev. Lett., 1995, 74, 1131. 
24. D. Shaw and R.C Whelan, phys. stat. sol. 36, 705 (1969) 
25. S.S. Chern and F. A. Kroger, phys. st. sol (a), 25, 215 (1974) 
26. U.V. Desnica, Vacuum, in press. (1997) 
27. J. C Phillips, Bonds and Bands in Semiconductors, Academic Press, London, 1973., or Rev. 

Modern Phys. 42, 317 (1970) 
28. K.A. Prior, J. Cryst. Growth, 1995, 187, 379. 
29. Th. Wiehert, Th. Krings and H. Wolf, Physica B, 297 (1993) 
30. H. Wolf, U. Hornauer, R. Lermen, Y. Endalamov, T. Filz, Th. Krings, St. Lauer, U. Ott, E. 

Singer, M. Tsige and Th. Wiehert, ICDS-17, ed. H. Heinrich and W. Jantsch, Materials 
Science Forum 143-47, (Zurich: Trans Tech Publications 1994), pp.459 

31. H. Wolf, A. Jost, R. Lermen, T. Filz, V. Ostheimer and Th. Wiehert, ICDS-18, ed. M. 
Suezawa, and H. Katayama-Yoshida, Materials Science Forum 196-201 (Zurich: Trans Tech 
Publications 1995) pp. 321-325 



Materials Science Forum Vols. 258-263 (1997) pp. 1353-1358 
© 1997 Trans Tech Publications, Switzerland 

EXPERIMENTAL EVIDENCE FOR THE TWO-ELECTRON NATURE OF In- 
RELATED DX STATES IN CdTe 

C. Skierbiszewski', P. Wisniewski', Z. Wilamowski2, W. Jantsch 3 

and G. Karczewski2 

1 High Pressure Research Center PAS, Sokolowska 29/37,01-142 Warsaw, Poland 
"institute of Physics PAS, Al. Lotnikow 32/46,02-668 Warsaw, Poland 

Institut für Experimentalphysik, Johannes-Kepler-Universitat, 4040 Linz, Austria 3 

Keywords : DX centers, deep levels 

Abstract. In this work we investigate electron emission/capture from/to the DX state of indium 
in CdTe by means of a high pressure freeze-out cycle and by steady-state photo-conductivity 
experiments. The barriers for electron emission and -capture as well as their pressure depend- 
encies are evaluated. The results indicate that the DX state is occupied by two electrons. 

Introduction 

It has been shown recently that the indium donor state in CdTe exhibits metastable behaviour at 
low temperatures under hydrostatic pressure (HP) above 7 kbars [1]. It was found that the In related 
state in CdTe is located 110 meV above the conduction band edge at ambient pressure and it has a 
pressure coefficient of-10 meV/kbar with respect to the conduction band edge [1], The microscopic 
structure of this center, however, and its charge state are still not experimentally established. In this 
work we investigate: (a) the electron emission from the DX state under HP after filling this level by 
a high pressure freeze-out (HPFO) cycle [2], and (b) electron capture to the DX state under HP in 
steady-state photo-conductivity experiments. These two types of experiments allow us to estimate 
the pressure dependencies of the ground state energy of the In- related donor, and the energies of 
the barriers for electron emission and capture. We obtain agreement on the position of the top of the 
barrier as seen from emission experiments, on one hand, and capture experiments on the other 
hand, only, if a two electron process is assumed for the thermal emission from the deep DX state. 
The results of our experiments show that the DX state is occupied by two electrons and the barrier 
for electron emission increases with applied pressure. 

Experimental results 

We investigate 0.7 urn thick layers of CdTe:In grown by MBE on GaAs substrate with a ZnTe 
buffer layer, with the doping level in the range of 5-10   -2-10   cm   [3]. 

In Fig. 1 results of Hall measurements vs. temperature are presented for pressures of 0, 3.2 and 
5.8 kbar. The electron concentration at 77 K is obtained in an HPFO cycle, i.e., at 300 K a pressure 
of p = 13.5 kbar was applied. Then the sample was cooled down to 77 K, and the pressure was re- 
leased to specific values (0, 1.5, 3.2, and 5.8 kbar) in subsequent runs. After achieving a non- 
equilibrium occupancy of the DX state at 77 K, the sample was heated at a constant rate of 
1 K/min. Then characteristic steps are seen in the Hall concentration, ne(T), in Fig. 1 due to ther- 
mally activated emission from the DX state. For comparison, the dashed line in Fig. 1 shows the 
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behaviour of n<.(T) without a HPFO 
cycle, i.e., without applying pressure 
before cooling. In Fig. 2, the Ar- 
rhenius plot for the emission coeffi- 
cient, e , at different pressures is 
presented. The analysis of these re- 
sults was performed assuming that: 
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kT (1) 
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2 
where the usual factor T before the 
exponent was omitted (following the 
arguments presented e.g. in Ref. [4]). 
This allowed us to determine the en- 
ergy   barrier   for   emission,   E   : 
E   (p)=255 meV + p-8.4 meV/kbar; 

13-1 
and:    eS = 10   s . cth 

In order to evaluate the barrier for 
electron   capture,   sB,   the   photo- 

Fig. 1 Electron concentration as a function of temperature 
after an HPFO cycle for pressures of 0 kbar (diamonds), 
3.2 kbar (crosses) and 5.8 kbar (dots), respectively. The 
dashed line presents results without HPFO cycle. 

conductivity was investigated in the temperature range of 77 - 300 K under HP up to 20 kbar. In 

these experiments, the sample is illuminated (with controlled intensity) by an infrared light-emitting 
diode (IR LED) incorporated in the pressure cell and Hall effect- and conductivity are measured. 
Such a process is described by the following rate equation: 

•c* = nDX 

where nDX stands for the 
number of DX states; 
cth, e,h are the thermal 
capture- and emission 
rates of the DX state; 
e0"* the optical emission 
rate from the DX state 
and <I> the photon flux. 
Results for p = 14 kbar 
and for different illumi- 
nation intensities are 
presented in Fig. 3. For 
temperatures higher than 
140 K, the barrier for 
electron cap- 

ture/emission      to/from 
the DX state is transpar- 

(eVO-e0"') (2) 

4 6 8        10 

1000/T(K-1) 
12       14 

Fig. 2 Arrhenius plot of the emission rate for 0 kbar (diamonds), 1.5 kbar 
(triangles), 3.2 kbar (crosses) and 5.8 kbar (dots). Lines: extrapolation of the 
experimental results for 1/T -» 0. 
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ent, and the quasi-Fermi level, eF, is 
pinned to the DX level position, 
eDX . eB. (Throughout this paper we 
denote the one-electron-energies for 

clarity by e plus some index, 

whereas the total energy changes per 

event are denoted by E plus index. 
For single electron processes, s = E). 

The pressure dependence of eDX is 
shown by squares in Fig. 4. The 
dashed line shows the dependence: 

eDX(p) = 110 meV-p-10 meV/kbar 
obtained from pressure experiments 
in the range 0 -14 kbar [1]. 
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Fig. 3 Quasi Fermi-level position obtained from Hall 
concentration in steady-state photoconductivity ex- 
periments v*. temperature at 14 kbar for different IR 
LED currents (dots and circles). The lines represent a 
linear extrapolation for T -» 0 K. 

For 100K<T<140K, eF is de- 

fined by the balance between ther- 
mal capture by DX states and optical 
emission from the DX state. Below 
100 K, Ep saturates because of the 
limited number of donors which are 
the source of electrons in this system. As it was presented in [4], under steady-state conditions, EF 

is a linear function of temperature with a slope depending on the illumination of the sample. Ex- 
trapolation of s*(T) for T-»0K allows to estimate the position of the barrier top eB. For 
p = 14 kbar, eB is about 150 meV above the conduction band edge. Fig. 3 shows also that taking 
experiments with different sample illumination allows to improve the accuracy in the determination 

of the barrier energy. 

Discussion 

A. Charge of the DX state 

For the DX state the following relation should be always fulfilled, no matter wether the DX state 

holds one or two electrons: 

^B       ^DX — ^e (3) 

where EB is the barrier height for electron capture to the DX state and Eem the activation energy for 

the emission process from the DX state. 

On one side, we obtain from steady photoconductivity experiments the position of the DX state 
(eDX) and the position of the capture barrier (eB). Since eDX and sB are evaluated from s* they 
are one-electron-energies. On the other side, emission experiments after an HPFO give a character- 
istic energy, Eem for the emission process. Depending on the nature of the DX level, emission of 
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Fig. 4. Pressure dependence of: the position of the DX state sDX as obtained in the pressure range 
up to 14 kbar (lower solid line, after Ref.l), while the results deduced from the position of the 
Fermi level at T = 150 K from steady-state photoconductivity are shown by squares. The position 
of the barrier top for the two-electron process (circles) are taken from the emission experiments. 
The dots stem from steady-state photoconductivity data. The dashed line connecting these points 
is a guide for the eye. 

one or two electrons may occur. For one electron emission: sB - eDX = E^, but for a two electron 
process we obtain: EB - sDx = Eem / 2. The results of our experiments presented in the Fig. 4 show 
that only the latter equation can be fulfilled. It means that the emission process, characterised by the 
activation energy Eem * 250 meV at p = 0 kbar, corresponds to the emission of two electrons: 
DX" + 250meV-*2e+D+, i.e., the emission energy per electron is e   =E  12. Since no inter- 

j. em      em 

mediate state was found experimentally we also conclude that the emission/capture process consists 
in the simultaneous emission/capture of 2 electrons. 

B. Configuration Coordinate diagram 

As shown theoretically [5,6] the mechanism of DX formation in II-VI compounds for group HI do- 
pants like In, Ga, Al is essentially the same as for group IV dopants in III-Vcompounds. The capture 
of electrons is followed by a large lattice relaxation in one of the four <111> directions. For the In- 

case, the values predicted for the binding energies of the DX" state [5,6] are experimentally well 
confirmed. From our experiments the following informations were obtained: 

• the DX state is a two electron state 

• the emission energy is pressure dependent 

• for low pressures, the In related DX state is metastable (eDX > ed0 where sd0 is binding energy of 
shallow donor), whereas for pressures higher than 10 kbar, the DX state becomes stable 
(EDX <£(»). 
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In Fig. 5, a configuration coordinate diagram is presented for the In related DX state in CdTe. The 
solid lines represent the total two electron energy of the DX" state. The line marked EDX corre- 
sponds to the relation: EDX(Q,p) = k(Q- Q0)

2 + 2 • eDX(p), where the configuration coordinate Q 
defines a shift of the donor atom away from its substitutional site in one of the four <111> direc- 
tions [5,6], and k is the elastic constant. The displacement Q0 of the In atom after capture of 2 elec- 
trons was calculated using a first-principle pseudopotential total energy method: Q0 is found to 
equal 1.89Ä and it is pressure independent [5,6].The dash - dotted line shows the energy of 2 elec- 
trons plus the elastic energy of the empty D+ donor: ED, (Q, p) + 2e = k, • Q2 + 2 • e*F. In this simple 
scheme, by choosing the parameters k, kx and Q0) we are able to derive the pressure induced change 
of the barrier top, eB, from the change of eDX (e.g. for 
sDX(p = Okbar) - sDX(p = 20kbar) = 240meV = A - see Figs 4 and 5- the change of the barrier top 
is: eB(p=0kbar)-eB(p = 20kbar) = 120meV = A/2). 

The behaviour of the emission energy under pressure observed for In in CdTe is different than for 
e.g. for Si in GaAs. For group IV donors in m-V compounds, the maximum of the elastic energy for 
EDX occurs before the crossing point with ED+, and so the emission energy there is pressure inde- 
pendent [7]. If such a maximum exists for the CdTe:In case it should be located on the left hand 
side of the crossing points of the curves for EDX and ED,. Our picture then is very similar to the 

configuration coordinate diagram for group VI donors in IH-V compounds [8]. 
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Fig. 5. Configuration coordinate diagram for the In related DX state in CdTe. Solid lines present the total 
two- electron energy of DX". The dash-dotted line shows the energy of 2 electrons plus the elastic energy 
of the empty donor. The positions of the barrier top and the energies of the DX state are indicated by dot- 
ted and dashed lines, respectively. 
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Conclusions 

In conclusion, we have shown that: (i) the metastability of the In donor in CdTe originates 
from strong lattice relaxation connected with the formation of the negatively charged DX center; 
and (ii) that the emission barrier depends on hydrostatic pressure. We propose a configuration co- 
ordinate diagram describing also the pressure behaviour of Indium in CdTe. 
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Abstract 
Dislocation structures around microindentations of differently oriented surfaces of a CdS 
sample were reconstructed from cathodoluminescent study in scanning electron microscope 
using subsequental removal of surface layers. Deep levels due to edge prismatic, ß-edge and 
screw dislocations were identified by comparing amplitudes of individual DLTS peak with 
relative density of each type of dislocations under the schottky-contacts. The main electron 
trap in plastically deformed CdS was found to be due to DX-level of substitutional donors 
which became detectable in the vicinity of screw dislocations under the influence of their 
strain fields. 

Introduction 
Theoretical calculations show that the electrical properties of dislocations with different core 
structures should differ (see for example [1]). However, the experimental data confirming 
these theoretical predictions are lacking. A few published studies [2,3] have been focused 
primarily on developing of experimental techniques to separate the a and ß-dislocations in 
InP and CdTe. This method could be applied only to sphalerite type lattice and could not be 
used to evaluate the deep levels introduced by screw dislocations. 

In this paper, the nature of dislocation-related levels in CdS (a II-VI semiconductor with the 
wurtzite lattice) is investigated. A new experimental technique for the establishing of the na- 
ture of the dislocation-related centers is suggested. The technique is based on the comparison 
of DLTS spectra, obtained on different dislocation structures, prepared using differently ori- 
ented surfaces and successive removal of thin surface layers. 

CL/SEM studies of the dislocation structure 
The dislocation structures around microindentations on different surfaces of CdS samples 
were reconstructed using cathodoluminescence (CL) technique in scanning electron micro- 
scope (SEM). There are four different types of dislocations in the wurtzite lattice: screw dis- 
locations and three types of edge dislocations: a (S-glide), ß (Cd-glide) and prismatic. 

The contrasts of screw (luminous) and edge (non-luminous) dislocations could be distin- 
guished by means of the spectral-resolved low-temperature cathodoluminescence (LT- 
CL/SEM) [4] which makes use of near-band-gap luminescence of the cores of screw disloca- 
tions in CdS [5]. It was found that the ratio between different types of dislocations in the 
near-surface layer could be changed, by choosing the orientation of the indented surface and 
by removing surface layers of increasing thickness. Several of the obtained CL images are 
presented in Fig.l. The sketches of the dislocation structure are given in Figs.2 and 3, on the 
right. The dislocation structure on the (0001) surface is formed by six dislocation arms 
(Fig. la), parallel to the surface. CL contrasts within these arms consist of edge prismatic dis- 
locations lying perpendicular to the surface, and of screw dislocations, lying parallel to the 
surface (Fig. lc). The basal glide edge dislocations appear in the near-surface region after re- 
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moval of a layer of thickness of approximately 5 um and becomes a dominating type of dislo- 
cation after removal of about 10-20um (Fig.lb). The type of basal dislocations can not be es- 
tablished from our measurements, but the geometrical considerations imply that they should 
be mainly a-dislocations on (0001)S surface and ß-dislocations on (0001)Cd surface (see 
sketches in the Fig.2a,b). 

Using the inclined orientation of the surface (see Fig.2c), predominantly edge prismatic and a 
mixture of screw and edge-type basal dislocations could be obtained on two opposite sides of 
a microindentation without any surface removal. Since DLTS-spectra, obtained on two differ- 
ent sides of the indentations were consistent with the DLTS data on (0001) surfaces after me- 
chanical and chemical removal of a surface layer, it was concluded that polishing and etching 
themselves do not influence the dislocation-induced defects in the near-surface region. 

The dislocation structure, appearing on the (1210) surface after the microindentation, consists 
of three dislocation arms. One of them is directed perpendicularly to the surface, the other two 
at an angle of 30° to the surface. The dominant type of LT-CL contrasts on as-indented 

->     m 

Fig.l .CL/SEM images of dislocations introduced by indentation of basal (a,b,c,) or prismatic 
(d) surfaces; a,b - room tempereture, d - 100K. 
a - dislocation rosette obtained on the (0001)S surface after indentation. It consists of the dot- 
like contrasts due to edge prismatic dislocations and straight-line-like contrasts due to screw 
dislocations. 
b - arms of the dislocation rosette on the (0001)S surface after removal of a surface layer of 
about 10 micrometers. Most dislocations in the arms are a (S-glide) basal dislocations. Edge 
prismatic and screw dislocations are also presented in the peripheral parts of the rosette, 
c - CL-images of screw (luminous lines ) and edge prismatic(dark dots) dislocations on the 
indented prismatic surface. 
d - CL-images of screw (luminous dots) and edge basal (dark dots) dislocations on the in- 
dented basal surface after removal of a surface layer of about 100 mkm. 

(1210) surface were luminous dots, formed by the cross-section points of screw dislocations 
with the surface. On the (1010) surface, the structure consists of four arms; two of them are 
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(1210) surface were luminous dots, formed by the cross-section points of screw dislocations 
with the surface. On the (1010) surface, the structure consists of four arms; two of them are 
parallel to the surface, and two others are aimed into the bulk of the sample under angles of 
60°. The structure of these arms is similar to that on the (1210) surface. The dominant type of 
LT-CL contrasts, originating from the arms parallel to the (1010) surface were dark dots. The 
density of dots corresponds to a much higher density of cross-points of a and ß dislocation 
with the surface than on the (1210) surface. After the removal of a surface layer of a thick- 
ness of approximately 100 urn, the dislocation structure on both prismatic surfaces consisted 
of screw and basal edge (a and ß) dislocations (see Fig. Id). Sketches in Fig.3a, 3b depict 
these two principally different structures: the arms of the dislocation rosette which are paral- 
lel to the surface (Fig.3a), and the arms which are inclined or perpendicular to the surface 
(Fig.3b). 

In plastically deformed samples, obtained by of uniaxial compression of rectangular samples, 
the dislocation structure consisted mainly of long straight segments of screw dislocations, 
ending on low-angle boundaries (see Fig.3c). 

DLTS studies 

The combination of the sample orientation and the removal of surface layers allowed us to 
prepare Schottky diodes with 7-8 significantly different dislocation structures in the space- 
charge region beneath the Schottky-contact. The DLTS spectra are presented on the left hand 
in Fig.2 and 3. The reverse bias voltage (3 V) was chosen to obtain the width of space-charge 
region under the Schottky-diode equal to the penetration depth of the electron beam in the 
SEM at an accelarating voltage of lOkV. This enabled the direct correlation of the DLTS 
spectra and the CL images. 

In the experiments with successive removal of the surface layers, numerous closely spaced 
indentations were made and round gold Schottky-diodes of a diameter of 0.5mm were evapo- 
rated. In the experiments with the inclined (0001) surface a row of indentations was made 
between two closely adjacent rectangular Schottky-diodes 0.3x0.6mm. The distance between 
low-angle boundaries was between 0.2 and 0.6 mm, and it was possible to evaporate a 
Schottky-diode on virtually boundary-free regions of as-grown and deformed samples. 

The spectrum of as-grown samples consisted of a single DLTS peak Ml. After plastic defor- 
mation, 14 DLTS-peaks were detected [6]. Though the intensity of all peaks depended on the 
surface orientation and the successive surface removals, only three peaks showed a definite 
dependence on the relative number of dislocations of a certain type. They could be unambi- 
guously identified as deep levels due to screw, edge prismatic and ß-edge dislocations 
(DLTS-peaks denoted as M5, M7 and M12 in the Fig.2,3; their parameters are listed in Table 
1). The nature of other centers can be attributed only to point defects, either generated or ac- 
tivated by dislocation loops and will be discussed elsewhere. 

Discussion 

To the best of our knowledge no theoretical calculations of dislocation levels in CdS were 
published, it is interesting to compare our data with the results of calculations for CdTe - a II- 
VI semiconductor with the sphalerite lattice. It was shown that ß-dislocations should have a 
level slightly above the midgap, whereas a-dislocations were predicted to have a level in the 
lower half of the bandgap, close to the valence band [1]. This explains why the level of cc- 
dislocations could not be detected in our DLTS-measurements. 

Surprisingly, it was found that the main electron trap in dislocated CdS is due to screw dislo- 
cations which are usually expected to be electrically inactive. Detailed studies of the screw- 



1362 Defects in Semiconductors - ICDS-19 

0.000 

T 1 1 1 1 1 1- 

a M12 

(0001 )S 

0.08 

100   150   200   250   300   350   400 

T(K) 

0.000 

[0001 ]\ 

j_a ja ja j_a' 2-+ 

3   ^  ja ja ja ja j_a j_a 

[0001] 

5 

4 ß ßß ß ßß 
J3 _J3 _Lßl 

j ß A 
j.ßiß ß ß 

± ± ± ± ± ± 

Fig.2. DLTS spectra (on the left) taken on two polar orientations of (0001) surface (Fig.2a and 2b) after 
the indentation and after removal of the surface layers of the thickness about 10 |um and 20 |am, and on 
inclined at an anle of about 5° (0001)S surface (Fig.2c). The sketches of dislocation structures are given 
on the right side. Numeration of curves on the left side and dislocation structures on the right side match. 
DLTS spectra were taken in the rate window 0.056 s"1. Screw dislocations are designated by solid lines, 
edge prismatic dislocations by dotted lines, a and ß dislocations, perpendicular to the plane of the 
drawing, are indicated by symbols "J.". 
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Fig.3. DLTS spectra, taken just after microindentation on (1010) surfaces (Fig.3a, curve 1) and (1210) sur- 
faces (Fig.3a, curve 2) and after removing of a surface layer about 100 ^m from the (1210) surface (Fig.3b, 
curve 3). Spectra in Fig.3a and 3b were taken in different rate-windows, which causes an apparent shift of 
the peak positions. The DLTS spectrum, obtained on (0001) surface of an uniaxially deformed sample is pre- 
sented in Fig,3c, curve 4. The Schottky diode was evaporated on the region, free from low-angle boundaries. 
Curve 5 in Fig. 3c corresponds to the as-grown sample. The drawings on the right illustrate schematically the 
dislocation structure, corresponding to the DLTS spectra. The numbers of the DLTS spectra and the numbers 
on drawings match. Screw dislocations are designated by solid lines, a and ß edge dislocations by dashed 
lines. 
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Table 1. Parameters of deep levels, identified in this study. 

Center Activation energy, eV Capture cross-section, cm2 nature of the center 
M5 0.40±0.01 5xl0"15exp-(0.33eV/kT) screw dislocations 
M7 0.63+0.06 4xl0-13 edge prismatic 
M12 0.93±0.05 5xl0"14 edge ß 

dislocation related center were published in a separate paper [7]. Since the emission from 
thesecenters was strictly exponential, it was concluded that these centers were point defects 
surrounding screw dislocations. They exhibited large lattice relaxation upon electron capture, 
manifesting itself in a large capture barrier and a large difference between thermal and opti- 
cal ionization energy, i.e. had all essential properties of the DX-centers. The center could be 
completely filled only using very long filling pulses (about 0.1 s). This led to a significant 
underestimation of its concentration in previous papers on deep levels in CdS. Though our 
samples were not intentionally doped, their chemical analysis revealed that they contained 
sizable concentrations of Al and In, which act as substitutional donors in II-VI semiconduc- 
tors. A model was suggested, in which the DX level of substitutional donors becomes detect- 
able in the vicinity of screw dislocations under the influence of their strain fields. Numerical 
estimations of the strain fields in the vicinity of dislocations confirmed the plausibility of the 
model [7]. 
The dislocation structure under the indented (0001) surface in CdS is very similar to that re- 
ported for the indented (111) surface in sphalerite type InSb and GaAs [8]. The combination 
of the technique developed in this work (correlation between DLTS spectra and dislocation 
structures) with the methods [2,3], allows to investigate more precisely the nature of the dis- 
locations-related levels in the materials with sphalerite lattice. 
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Abstract. We report 69Ga and 27A1 impurity, and 67Zn host species NMR data for heavily-doped 
ZnO:Ga and ZnO:Al. In stoichiometric samples Zn!_xMxO (0.03 at. % < x < 3 at. %), a well- 
defined impurity band emerges from the conduction band for x less than about 0.5 at. %, although 
the conduction electron spin dynamics retain free electron character to the lowest concentrations. 
Comparison of the 69Ga substitutional site quadrupole interaction, (e2qQ/h)69- 3.9 ± 0.3 MHz 
with the host Zn value indicates that the nearly tetrahedral environment of the host ZnZn sites are 
somewhat further distorted at GaZn. A second and highly distorted impurity site, decoupled from the 
carriers, is present with increasing concentration as oxygen content increases in the non- 
stoichiometric series Zno 98Gao 02O1+z (-1.2 at. % < z < +1.0 at. %). We suggest that this is a 
Ga2 

+Oj" trapping complex. The carrier concentration is controlled by the density of remaining 
substitutional sites. 

Introduction. 
The group III metals (Al, Ga, and In) are efficient shallow donors in ZnO which can be doped up to 
the solubility limits of a few atomic per cent. Although the room temperature conductivities can 
exceed 1000 (Qcm)", the materials remain highly transparent. A 0.5/im film containing 1 % Al, 
for example, was recently found[l] to exhibit more than 80 % transmission throughout the visible 
range, despite a DC electrical conductivity of about 300 (Qcm)"1. There is a long history of work 
on the electrical and optical properties of ZnO, but there is still little known from the microscopic 
perspective about the location and local electronic structure of the group III dopants. Another 
important issue concerns the role of oxygen. The electronic properties of "pure" ZnO vary widely 
among various samples due, at least in part, to variations in stoichiometry. The conductivity of 
doped ZnO decreases rapidly with excess oxygen which introduces effective carrier traps. 

In this investigation we have exploited the highly local sensitivity of nuclear magnetic resonance 
(NMR) to probe the environments of gallium, and to a lesser extent, aluminum in ZnO. We report 
impurity (69Ga and 7A1) and host species ( Zn) NMR data for a series of samples with a 
stoichiometric metal-to-oxygen ratio, i.e. Zn^Mx O, and a series of non-stoichiometric samples of 
composition Zn09gGa002 Oi+z. The measurements include resonance shifts, spin-lattice relaxation 
times, and the shapes and structure of quadrupole-perturbed absorption lines and spin echoes. 

Experimental details. 
Powdered samples of gallium- and aluminum-doped ZnO were prepared by high temperature solid- 
state reaction. One series of gallium-doped samples was prepared by mixing appropriate quantities 
of reagent grade ZnO and gallium metal (4N) and heating under vacuum in silica tubes to 1200 °C 
where the samples were held for 10 hours before being cooled at a rate of 300 °C per hour. This 
preparation is described by the reaction xGa + ZnO —> Zn^G^O + ;cZn. Under the synthesis 
conditions, excess elemental zinc is distilled to the cooler part of the preparation tube leaving 
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„stoichiometric" material Zn!.xMxO. Another series of „non-stoichiometric" samples was prepared 
with varying metal-to-oxygen ratios starting with gallium metal, Ga203, and ZnO. All such samples 
contained 2 at. % gallium relative to the total metal content. We represent such material by the 
formula ZüQ 98Gao 02O1+z with z ranging from - 1.2 at. % to + 1.0 at. %. Stoichiometric aluminum- 
doped samples Zn]_xAlxO were prepared by dissolving zinc and aluminum powders in 3N nitric acid 
which was then evaporated and heated at 500 °C for 10 hours to completely decompose the nitrates. 
The products were subsequently heated for 10 hours at 1200 °C in an evacuated silica tube 
containing a zirconium foil reducing agent. Details of the preparation and characterization of these 
samples are presented elsewhere[2]. 

NMR data were obtained with a Chemagnetics CMX-340 spectrometer in a magnetic field of 8.0 T. 
Absorption spectra were generated by Fourier transformation of free induction decays or spin 
echoes. The reference samples for resonance shifts were dilute aqueous solutions of A1C13, GaCl3, 
and ZnS04, respectively, for Al, Ga, and Zn. We measured nuclear spin-lattice relaxation 
times by the inversion-recovery method using n - KI2 sequences of radio-frequency pulses. 
Considerable signal-averaging was required to obtain adequate signal-to-noise ratios in the more 
dilute samples. For a sample containing 0.03 at. % gallium, several tens of thousands of 69Ga free 
induction decay or spin echo signals were acquired over 10-12 hours to obtain a spectrum. 

Results and analysis for ZnO and stoichiometric Znj.xMxO. 
Absorption lines for the quadrupolar-perturbed m = ± 1/2 -> m = + 111 transition observed at room 
temperature are reproduced in Fig. 1 for Zn in nominally pure ZnO and for Zn and Ga 
impurities in Zng 9997M0 0003O (1.3 x 101 Ga/cm3). The spectrum for pure ZnO exhibits the 
characteristic lineshape of a nucleus in an electric field gradient with axial symmetry, reflecting the 
small axial distortion of the coordinating tetrahedra around ZnZn . The linewidth yields a 
quadrupole coupling (e2qQ/h)61= 2.38 ± 0.02 MHz, in good agreement with previous values 
obtained by Bastow and Stuart [3]. In the doped material, the lineshape is distorted and broadened 
by disorder, but the sharp edges associated with axial symmetry are retained for both Zn and Ga. 
We consider this strong evidence that the observed 69Ga nuclei are in substitutional GaZn sites. The 

, 69/- 67 r; quadrupolar coupling for   Ga, (e qQlh)   = 3.9 ± 0.3 MHz, exceeds that of    Zn by more than 
the ratio of the respective nuclear electric quadrupole moments (Q IQ   =1.19) indicating that the 

Frequency (kHz) 
-100  0  100 200 

-40  -20  0  20  40 
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Figure 1. Central (m = ± 1/2 ->m = +1/2) 
line of quadrupolar perturbed NMR spectra of 
ZnO and Zno M^Gao 0003O at room temperature. 
Upper panel: 9Ga impurity NMR; lower panel 
67Zn host species NMR. 
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local electric field gradient at the impurity site is about 40 % larger than that at the pure host sites. 
X-ray diffraction studies of these samples[2] show that the unit cell increases on doping which 
would tend to reduce the EFG at the impurity. These results therefore suggest that expansion of the 
lattice is also accompanied by a modest increase in the axial distortion at the impurity site. 

With increased doping, the Ga impurity resonance rapidly loses the quadrupolar structure without 
appreciable increase in the overall linewidth. Concomitantly, the resonance frequency decreases 
slightly, then increases sharply above about 0.5 at. % gallium (Fig. 2). The impurity spin-lattice 
relaxation rate 1/T] exhibits similar behavior. The composition range investigated in aluminum- 
doped material is less extensive, but the 27A1 data presented in Fig. 3 exhibit the same general 
features as observed for 69Ga. 
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Figure 3. 27A1 resonance shift 
(solid points, left-hand scale) 
and spin-lattice relaxation rate 
(open points, right-hand scale) 
versus Al dopant concentration 
in stoichiometric Zn^A^O. 

In the following, we discuss the composition dependence of the shift and relaxation rates in terms of 
the local electronic structure at the impurity sites. The most heavily doped samples in the series 
investigated are essentially poor metals with electron concentrations comparable with the doping 
level, i.e. n » 1021 cm"3, Hall mobilities (in films) in the range 20 - 30 cm2/Vs, and DC 
conductivities of order 103 (Qcm)"1 [1,2]. In such a case we can expect a substantial contribution 
to the local field at the probe nuclei from the spin-polarization of the conduction electrons acting 
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through the magnetic hyperfine interaction. The resulting resonance shift ("Knight shift") is given 
by 

K^Jf(\y,(0f)FZ,pi„ (1) 

where (|y(0)|2) is the probability density of carriers at the impurity nucleus, averaged over states 

at the Fermi level, and xspm ls me paramagnetic spin susceptibility of the carriers. For degenerate 

electrons in a parabolic conduction band,  %spin  is the Pauli susceptibility  ZsPm=^Ml^{EF), 

proportional to the density of states at the Fermi level, i.e. K x N(EF) x nm. Detailed analysis of 
the shift data taking into account the 69Ga chemical shift[4] shows that the observed shift varies 
according to Av I v x xm only at the highest concentrations investigated. With decreasing doping, 
the shift deviates markedly from this dependence, even increasing at the lowest concentrations. Zn 
host resonance shifts, in contrast, decrease monotonically with decreasing dopant and carrier 
concentration. Assuming a Pauli susceptibility and conduction band mass m = 0.38/no [9], the shift 

observed for the 3 at. % gallium sample and Eq. (1) yield a value (|(K0)|2)F » 7 x 1025 cm3, 

roughly twice that obtained from electron spin resonance in ZnS[5]. 

The concentration dependence of the resonance shift indicates development of an impurity band 
with sharply enhanced density of states relative to that of the conduction band. We note that our 
most dilute Ga-doped sample is close to the metal-nonmetal transition predicted by the Mott 
criterion, nmaH «0.25. For an effective Bohr radius for the donor a*„ = 11.8 A, the transition 
should occur at x = 0.02 at. %. The enhanced density of states or effective mass in the impurity 
band can be expected to shift the plasma edge to longer wavelengths (Ap, x(m')V2), further 

increasing the optical transparency in the visible, and may also contribute to a decrease in carrier 
mobility (fix (m*)"1) observed in thin films at low doping levelsfl]. 

Spin-lattice relaxation in conducting materials is due mainly to fluctuating local hyperfine fields. 
For degenerate non-interacting electrons, the rate can be expressed in terms of the Knight shift by 
the Korringa relation[6] 

l/T1 = (4nkBT/h)(yn/ye)
2K2 (2) 

where yn and ye are, respectively, the nuclear and electronic gyromagnetic ratios. The temperature 
dependence of 1/T] was measured for the more highly doped samples and found to exhibit the 
linear behavior expected from Eq. (2) for a degenerate system. Comparison of the observed 
magnitudes of 1/Tj with those calculated from measured shifts (K) using Eq. (2) provides a more 
stringent test of the validity of a free electron model. In practice, this is complicated by the 
possibility of a significant chemical shift contribution to the observed shift. However, the chemical 
shift should depend only weakly on composition or temperature, so the Korringa relation can be 
tested by obtaining the slope of a plot (1/T])U2 versus the observed resonance shift Av/v. This 
can be compared with the value given by Eq. (2), i.e. (AnkBTlh)m(yn lye). We find that the shift 
and relaxation rate correlate with the Korringa slope over the full range of dopant concentrations 
investigated for both 69Ga and 27A1 dopant nuclei. This surprising observation, which contrasts 
sharply with the behavior of 31P and nB dopants in Si[7,8], means that free electron spin dynamics 
are preserved well into the range of impurity band formation. There is no sign of the strong spin 
fluctuations   and   localization   effects   typically   observed  near   a  metal-nonmetal   transition. 
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Results and analysis for non-stoichiometric Zn0,98Ga0-02Oi+z. 
Time-domain 69Ga spin-echo shapes are shown in Fig. 4 for the series of gallium-doped samples 
with z ranging from -1.2 at.% to +1.0 at. %. The echo shapes clearly reveal the existence of two 
classes of gallium site in all these samples. The broad part of the echo corresponds to a narrow line 
in the frequency domain and is the component assigned to substitutional GaZn in the stoichiometric 
materials. The sharp, rapidly decaying component is due to a second and highly distorted class of 
gallium site. We can extract the substitutional fraction of observed sites from the relative intensity 
of the slowly decaying echo component. These results, displayed in Fig. 5, show that the fraction of 
GaZn sites depends weakly on oxygen content in the range of deficiency, but even a stoichiometric 
sample ZnoggGag^O (not shown in Fig. 4) contained about 10 % gallium in distorted sites. The 
substitutional fraction decreases rapidly with increasing excess oxygen. As we discuss below, the 
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Figure 5. Fraction of 
substitutional GaZn sites 
determined from slowly varying 
spin-echo component versus 
oxygen excess z (at. %) for non- 
stoichiometric Zno 98Gao 02O1+z. 
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resonance shifts and relaxation rates of the substitutional sites correlate strongly with the fraction of 
substitutional gallium. Because of signal-to-noise limitations, it was not possible to measure 
accurately the shifts and relaxation rates of the distorted sites in all samples. However, for the most 
oxygen-rich sample (z = +1.0 at. %), a greatly reduced shift AD/ V = 0.035 + 0.08 % was observed; 
we believe that most of this shift is due to the impurity site chemical shift. The relaxation rate of 
the distorted site, 1/Tj = 1.5 x 10"3 s", is more than three orders of magnitude lower than that of the 
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substitutional sites.  Thus, compared with the substitutional sites, there is virtually no coupling of 
Ga impurity nuclei to carriers at the distorted sites. 

The   Ga resonance shifts and relaxation rates are plotted as a function of the substitutional gallium 
fraction in Fig. 6. Both quantities decrease strongly with the fraction of GaZn. This result together 

0.2       0.4       0.6       0.8 
Substitutional Ga Fraction 

Figure 6. Ga resonance shifts 
and spin-lattice relaxation rates 
versus the fraction of 
substitutional (GaZn) states in 
non-stoichiometric samples 
Zno.98Gaoo201+z. 

with the absence of carrier density on the distorted sites suggests strongly that the distorted sites are 
diamagnetic traps and that the carrier density is controlled by the number of GaZn sites - each such 
site contributing one electron to the conduction band. A likely candidate for the trapping defect is a 
doubly-charged oxygen interstitial complexed with two Ga3+ according to the reaction 

■j_l_ "i i        o la.       0 

2 Ga + O + 2e~ -> Ga2 Oj". An abundance of Ga2 O;" in oxidized samples is consistent with 
recent reports[10] of layered Ga203 intergrowth phases in material with higher levels of oxygen 
excess (z > 5 at. % in our notation). Such Ga203 layers can be viewed as ordered planar 
arrangements of the Ga2 

+Oj " defects. It is not clear whether the defects occurring at the lower 
concentrations characteristic of our samples are isolated or occur in layered clusters. In either case, 
they would serve as double electron traps. We emphasize that these defects are present at the level 
of at least a few percent in all the 2 at. % gallium-doped samples studied, regardless of oxygen 
stoichiometry. 
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Abstract We have studied the luminescence property of ZnO single crystals by means 
of cathodoluminescence. It was found that hydrogen plasma strongly passivates the 
green emission and enhances the excitonic luminescence of ZnO. The band edge 
luminescence shows strong temperature dependence after hydrogenation and its 
intensity at low temperatures becomes remarkably high. The effect of hydrogenation 
disappears by an annealing at 700 °C, which indicates hydrogen is rather strongly 
bound to the centers for green emission. This study indicates that the passivation of 
deep levels is the key for the application of ZnO crystals for the ultraviolet light source. 

Introduction 
ZnO is an unique oxide semiconductor which possesses the tetrahedral symmetry. The 
most conventional usage of ZnO is phosphor material for the green emission. There 
have been proposed several candidates for green emission, such as O vacancies, [1,2] 
Zn interstitials [3], O interstitials [4], and substitutional Cu [5]. Vanheusden et al. [6] 
observed that the isochronal reduction treatment of ZnO powder under a flow of 
forming gas [N2:H2=95:5 by volume] significantly increased the green emission 
intensity, while the isochronal oxidation treatment of ZnO:Zn powder decreased the 
green emission. They correlated this variation with the electron-paramagnetic-resonance 
(EPR) signal (g = 1.96) related to the singly ionized oxygen vacancy or vacancy related 
defects. Then, they concluded that the green emission results from the recombination of 
a photogenerated hole with the singly ionized charge state of oxygen vacancy. 

Recently, the band edge luminescence of ZnO have attracted much attention for 
the application of UV lasers [7]. The large exciton binding energy (60 meV) of ZnO is 
one of the advantage of this materials [8]. Most attempt of UV application, however, 
was done with ZnO films to avoid the effect of green emission. Thus, if we can 
suppress the green emission, the bulk ZnO crystal can be applied for UV application. 

Annealing of the ZnO powder under the hydrogen ambient is commonly used to 
enhance the green emission as the reduction treatment Contrary to such traditional 
method, we recently have succeeded to passivate the green emission completely by 
hydrogen plasma. In this paper we describe the effect of hydrogen plasma on the 
luminescence property of ZnO by means of cathodoluminescence. 

Experiment 
ZnO single crystals were grown by a flux method. The mixture of ZnO and PbF2 

powders about 20: 80 in mole fraction was melted in a platinum crucible at 1040°C for 
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1500 
(a) as-grown 

1000 - 

T 

2 h under the oxygen flow condition and then slowly cooled to 950°C at 5 °C/h. 
Nominally undoped single crystals about 10x10x0.3 mm3 in size were obtained. They 
were annealed at 1000°C for 6 h in an oxygen ambient to improve the uniformity of 
spatial distribution of deep levels related to oxygen. 

Hydrogen plasma treatment was done in a plasma chamber made of high-purity 
quartz.[9] Hydrogen plasma was excited by a microwave with a frequency of 2.45 
GHz. The magnetron power for exciting the plasma was 300 W. The plasma pressure 
was about 10 Torr. Specimens mounted in the hydrogen plasma was automatically 
heated up to 400°C and treated about 7 min. The surface of the specimens became 
cloudy with pale yellow due to hydrogenation. To study the stability of hydrogenation, 
isochronal annealing was also performed with the hydrogenated specimen for 30 min in 
an oxygen ambient. 

CL measurements were conducted with a scanning  electron  microscope 
(TOPCON DS130). The optical system for cathodoluminescence is described in Ref. 
[10]. A monochromator with a grating of 100 lines/mm (Jobin Yvon HR320) and a 
charge coupled device (CCD) were used for the detection of spectra. The spectral 
resolution was set at 1.2 nm in wavelength. The CL spectra were recorded at every 0.8 
nm step with 1040 channels. Alternately, another monochromator with a grating of 
1200 lines/mm and a conventional photomultiplier (Hamamatsu ; R3310-02) was used 
for the spectra of high energy resolution. 
CL     observations     were     done     at 
temperatures between 30 K and 295 K. 
The accelerating voltage of the electron 
beam was 5 kV. The beam current was 
varied from 60 pA to   1.8   nA.  The 
difference of the beam current in this 
range did not introduce any changes in 
the spectral shape except for the absolute 
intensity. 

Results 
General Feature 
Figure 1 (a) shows a typical CL spectrum 
of as-grown ZnO crystal at room 
temperature. It consists of a sharp peak at 
3.29 eV and a broad peak at 2.2 eV. They 
are the band edge luminescence and the 
green emission, respectively. The 
integrated intensity of the green emission 
is more than 10 times higher than that of 
the band edge luminescence. Fig 1 (b) 
shows the spectrum of ZnO annealed in 
an oxygen ambient. Although the green 
emission increases and the peak position 
shift to 2.1 eV, the spectrum is similar to 

2.5 3.0 

Photon Energy (eV) 

Fig. 1   CL spectra of ZnO at R.T. 
(a) as-grown, (b) annealed 
in 02, and (c) hydrogenated. 
5 kV, 1.8 nA 
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that of as-grown state. Thus, we will refer this specimen as nonhydrogenated ZnO, 
hereafter. Contrary to these specimens, the hydrogen plasma treatment bring about the 
significant change on the spectrum as shown in Fig. 1 (c). The green emission is 
completely passivated and, in turn, the band edge luminescence becomes 8 times higher 
than that before hydrogenation. It can be explained in terms of the hydrogen passivation 
of the green emission. 

Temperature Dependence 
Figure 2 shows the CL spectra of nonhydrogenated specimen at various temperatures. 
The green emission shows rather complicated behavior with temperature. Although the 
peak at 2.2 eV does not show significant temperature dependence, another peak at 2.0 
eV appears about 200K and increases with further cooling. The broad feature of this 
luminescence, however, makes the detailed analysis difficult. The band edge 
luminescence, on the other hand, does not show significant temperature dependence. Its 
peak position shifts to higher energy in accordance with the change of band gap with 
temperature. The peak intensity at 30 K is only 2 times higher than that at room 
temperature. This temperature insensitive behavior of the band edge luminescence 
intensity is peculiar property of bulk ZnO crystals. 

Figure 3 shows the CL spectra of hydrogenated specimen at various 
temperatures. The excitation current is reduced to 1/30 of the former to avoid the 
saturation of the detector. Since we cannot observe any other luminescence except the 
band edge luminescence, the band edge region is enlarged to show. Contrary to the 
former case, the band edge luminescence possesses strong temperature dependence. 
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Fig.2. CL spectra of nonhydrogenated ZnO   Fig.3. CL spectra of hydrogenated ZnO 
specimen at various temperatures. specimen at various temperatures. 
E-beam ; 5kV, 1.8 nA E-beam ; 5kV, 60 pA 
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The band edge luminescence increases with the temperature decrease and its intensity at 
30 K becomes more than 100 times higher than that at room temperature. 

Fine Structure of Band Edge Luminescence 
Figure 4 shows the logarithmic plot of CL 
spectra of band edge region of both 
nonhydrogenated and hydrogenated 
specimen with high energy resolution. The 
band edge luminescence of both specimens 
are composed of only one luminescence 
peak at 3.3495 eV. It is attributed to the 
bound excitonic luminescence with a 
binding energy of 27 meV. The detailed 
analysis of the spectra indicates that bound 
excitonic luminescence is dominant below 
200 K, while free excitonic luminescence 
is dominant above 200 K. These data 
indicates that the hydrogen does not affect 
the property of band edge luminescence 
and only increases this luminescence 
intensity due to the passivation of the green 
emission. 

100 

Photon Energy (eV) 

Fig.4  Logarithmic plot of the CL 
spectra at the band edge 
region of ZnO. 30K. 
5 kV, 1.8 nA. 

Isochronal Annealing 
Figure 5 shows the change of CL spectra of hydrogenated ZnO crystal by isochronal 
annealing. The CL spectra do not show significant changes after annealing up to 600°C 
except the decrease of absolute intensity of band edge luminescence. The green 
emission suddenly appears around 700°C and develops with further annealing. 

2.0 2.5 3.0 

Photon Energy (eV) 

Fig. 5.     The effect of isochronal annealing on the CL spectra 
of hydrogenated ZnO at 295 K. 
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Accordingly, the band edge luminescence decreases significantly around this 
temperature so that its intensity of the 800 ^2 annealed specimen becomes 1/100 of the 
initial value. Thus, the peak intensity of green emission exceeds that of the band edge 
luminescence at 800 °C. The intensity of green emission becomes maximum at around 
800 °C and decreases with further annealing. The intensities of band edge luminescence 
and green emission in the specimen annealed at 1000 "C are smaller than those of the 
specimen before hydrogenation. This discrepancy might have come from the damage 
induced by hydrogen plasma. 

Discussion 
The above result shows that hydrogen plasma treatment only passivates the green 
emission and does not affect the band edge luminescence. The fine structure of the band 
edge luminescence is not changed by hydrogenation. Preliminary study of the decay of 
luminescence also support this idea. The decays of band edge luminescence and green 
emission is fitted with exponential function. The lifetimes of band edge luminescence of 
nonhydrogenated and hydrogenated ZnO at room temperature are about 42 ps and 49 
ps, respectively, while that of green emission in nonhydrogenated ZnO is longer than 
700 ns. The change of lifetime of band edge luminescence due to hydrogenation is 
negligible. Only small effect has come from the increase of the number of electron hole 
pairs due to the passivation of green emission. 

The temperature insensitive behavior of the band edge luminescence intensity of 
as-grown or oxygen annealed ZnO may also be attributed to the existence of the green 
emission. Without the green emission in hydrogenated specimen, the band edge 
luminescence has come to show the strong temperature dependence. In the 
nonhydrogenated specimen, most of carriers are captured by deep levels so that the 
temperature dependence is masked. 

The temperature dependence of the peak intensity of band edge luminescence is 
fitted with the following equation, [11] 

/(r)//(0) = i/[i+s-r3/2-exp(-£7)tr)] (i) 

where k, T, E are Boltzman constant, temperature, and ionization energy, respectively. 
g-T3n is the effective density of band continuum state. We have got the value of 12 
meV for the energy. This value is rather small in comparison with the binding energy of 
the exciton. We tentatively explained it in terms of the existence of another level which 
effectively dissociate excitons. [12] 

To check the effect of surface damage by plasma, nitrogen or air [N2:O2=80:20] 
plasma treatment were also conducted. These plasma treatments, however, did not 
passivated the green emission, or moreover, they sometimes enhanced the green 
emission. Thus, we can conclude the hydrogen plays an essential role for the 
passivation. 

The dehydrization experiment suggests that hydrogen is incorporated in the 
defect of green emission and it is dissolved from the defects around 700 °C. In the case 
of silicon, deep levels induced by scratching at room temperature are also passivated by 
hydrogen plasma. But, this passivation effect is start to be annealed out by heat 
treatment around 450 °C. [9] Thus, hydrogen is much strongly bounded by deep 
centers responsible for the green emission of ZnO. 
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Rough estimation of the integrated intensity of band edge luminescence at 30 K 
suggests that the number of emitted photons via excitonic luminescence is more than 
several tenth of electron-hole pairs generated by the electron beam. [12] It indicates that 
hydrogen plasma treated ZnO is a hopeful candidate of UV light source. 

Conclusion 
We found that hydrogen plasma strongly passivates the green emission and enhances 
the band edge luminescence of ZnO. The band edge luminescence shows strong 
temperature dependence after hydrogenation and its intensity at 30 K is more than 100 
times higher than that at room temperature. Hydrogen is rather strongly incorporated in 
the deep level responsible for the green emission since the effect of hydrogenation 
disappears by an annealing over 700 °C. Passivation of deep levels is the key for the 
application of the band edge luminescence of ZnO. 
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Abstract. ZnSe wafers have been irradiated at 4K with 2.5 MeV electrons up to a highest dose of 
2-1019 eVcm2. The irradiation induced defects and their thermally activated reactions have been 
investigated by measurements of the diffuse X-ray scattering close to different Bragg reflections and 
of the change of the lattice parameter. As an average over all irradiation defects these measurements 
yield a defect introduction rate of 3 cm"1, a positive relaxation volume for the interstitial atom of 
Virel = 0.4 atomic volumes and a negative value of Vv

rel = -0.25 atomic volumes for the vacancy. The 
different annealing behavior allows the identification of different defects. In addition to the well 
known annealing stage between 100K and 220K, which has been attributed to the recombination of 
close Frenkel pairs on the Zn-sublattice, we observe a new prominent stage between 20K and 50K. 
We attribute this defect annealing to the Se-sublattice and conclude that there are similar 
concentrations of the Frenkel pairs for both sublattices. Final defect annealing is observed along with 
the beginning of the vacancy migration in the temperature range between 400K and 650K. 

1. Introduction. 
Point defects determine the electric properties of semiconductors and a detailed understanding of the 
defect properties has become especially important for a better understanding of the technological 
important doping problems of these compounds and of their behavior under ion implantation. In spite 
of some decades of research our present knowledge of defects in II-VI compounds is still very 
limited. ZnSe has become a model compound for the defect investigations and low temperature 
electron irradiations have been used for some time for the controlled production of Frenkel defects 
[1,2]. An annealing stage for Frenkel defects around 90K has first been observed by investigation of 
the luminescence [3]. Most detailed results have been obtained later on from electron paramagnetic 
resonance (EPR) which identified close Frenkel pairs (FP's) on the Zn-sublattice. The closest pairs 
have a typical distance of 5.5 Ä and recombine within the annealing stage starting at around 60K 
[4]; more distant pairs anneal at increasingly higher temperatures. Around 250K the free interstitial 
Zn atom becomes finally mobile. Remaining vacancies become mobile around 400K. In contrast to 
this detailed knowledge on the metal sublattice there is nearly no direct experimental information on 
defects on the Se-sublattice except for a recent indication for the formation of F* centers after 6MeV 
electron irradiation at room temperature (RT) [5]. 
These results indicate that the defects on the Se-sublattice might be characterized by electronic 
properties which make them invisible to many electrical detection methods. This situation is also 
characteristic for the interstitial atom (IA) in many other semiconductors. Therefore we tried to 
investigate ZnSe by diffuse X-ray scattering which is independent of the electronic properties of a 
defect and which has been successfully applied for GaAs [6], InP [7] as well as Si and Ge [8]. 

2. Experimental. 
We used [100]-oriented polished ZnSe wafers from Crystal GmbH with a typical size of 
5x20x0.5mm3 for the present investigations. The irradiations were performed with 2.5 MeV 
electrons at the Jiilich irradiation facility [9] using current densities between 5 and 10(iA/cm2. The 
samples were cooled in a stream of liquid He at 4.7K during irradiations and were transferred to the 
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X-ray diffractometer without warming. Annealing below room temperature was performed in the He 
atmosphere within the cryostat and in vacuum at temperatures above RT. 
The investigations of the diffuse scattering X-ray intensity and of the change of the lattice parameter 
were performed with CuK«! radiation at a temperature of 6K (for details see e.g. ref.6,7). The theory 
necessary to deduce the information contained in the measured diffuse scattering cross section, S, is 
well documented [10], and we will use the so-called Huang Diffuse Scattering (HDS) which is 
observed for small deviations, q, of the scattering vector, k, from a reciprocal lattice vector, G. The 
scattering cross section of the HDS is given by: SH(k) = c f2 |G s(q)]|2; s(q) is the Fourier transform 
of the displacement field of an isolated defect, c is the defect concentration, and f is the atomic 
scattering factor. Expressing the strength of the displacement field s(r) by the relaxation volume Vrel 

of the defect we obtain: 

SH ~ c (Vre1)2 G2/q2 
(1) 

SH yields the product c(Vre1)2, and by combination with measurements of the change of the lattice 
parameter, Aa/a ~ c Vrel/3, the two unknown numbers c and Vrel can both be determined. As we are 
considering FP's, the experiment yields, however, only average values from contributions of 
interstitials and vacancies: 

SH - c (( Virel)2 + (V/el)2)     and     Aa/a ~ c (V*1 + Vv
rel) (2) 

These equations show that defects with the opposite sign of Vrel can cancel in Aa/a, however, the 
diffuse scattering SH adds up. 

3. Results on the defect production and on the defect structure after 4K irradiation. 
Fig.l shows the defect-induced HDS after an irradiation dose of O = 2.11019 e/cm2. We observe a 
decrease of SHq2 at small values of q, which characteristically indicates deviations from a random 
distribution of defects. Combined with additional features of the distribution of the scattering 
intensity, e.g. the angular distribution of the intensity around the Bragg peak, and especially the 
asymmetry of the intensity for ±q (see ref.5 for a detailed discussion at the example of InP), we can 
conclude that there is a dominant contribution of close FPs with a typical distance of 1-2 lattice 

o.io 

Fig.l: Scattering function of the HDS, SH, 

close to the (511) and (400) reflections of 
irradiated ZnSe (2.1xlOl9e'/cm2). SH has been 
multiplied by q ; for such a plot a constant 
value is expected for isolated point defects. 

1.0 1.5 2.0 

dose (10   cm') 

Fig.2: Dose dependence of the average value 
of the HDS intensity and of the change of the 
lattice parameter for irradiated ZnSe 
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constants present after irradiation (see Fig.2 of ref.ll). Fig.2 summarizes the average values of SH 

taken close to (511) and (400) reflections and indicates a linear increase of the intensity with the 
irradiation dose. In addition to the increase of SH we observe an increase of the lattice parameter a, 
which shows directly that the displacement fields of interstitials and vacancies don't compensate and 
which yields a specific change T) = (Aa/a)M> = (3.0 ± 0.3)- 10"24 cm2. 
Combining these two results we have no unique solution for c and Vrel as we have to consider 
interstitial atoms and vacancies independently (equ.2). As discussed in detail in ref.6 for the case of 
GaAs we can plot the compatible results using the vacancy relaxation as a parameter (Fig.3). As we 
have a quadratic equation we get two solutions for one value of Vv

rel . The positive value of Aa 
immediately shows that the interstitial atom has a larger and positive value of V;

rel. If we neglect the 
vacancy, Vv

rel =0, we obtain Y'el ~ 1.5 Q (Q = atomic volume) and an introduction rate Z = c/(QO) 
=0.26 cm-1, which is much smaller than the values expected from the threshold energy for defect 
production of about 8eV [1,4]. In addition the intensity distribution of fig.l demonstrates 
immediately that vacancy relaxations can not be neglected. On the other hand the plot shows that 
only values lager than -0.325 yield non imaginary solutions. Considering all information, i.e. the 
maximal introduction rate compatible with the given threshold energy (L ~ 6cm"1 for each sublattice) 
and theoretical estimates for the defect relaxation volumes, we end up with a most probable set of 
values for average over all defects: Virel = 0.4Q, Vv

rel = -0.25Q, and S = 3cm"1. These values are 
very similar to the values of those defects in GaAs which are characterized by their annealing around 
500K. The high introduction rate shows that high concentrations of defects, i.e. several 1019 cm"3 can 
be frozen in without annealing or clustering reactions. This scenario is consistent with the deduced 
structure of close pairs i.e. small defect separation or small recombination- or instability-volumes. 
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Fig.3: Dependence of the determined value for the relaxation volume of the interstitial atom (a) 
and of the introduction rate (b) of Frenkel pairs (average over both sublattices) on the assumed 
value of the relaxation volume of the vacancy. The range of the most probable values is indicated 
by the hatched line. The dashed part of curves corresponds to high values of the interstitial 
relaxation volume and to the low introduction rates. 

4. Defect annealing. 
Some examples for the change of the intensity distribution during defect annealing are shown in 
Fig.4. The initial curve at 8K represents the symmetrical part of the data of Fig. 1 and after annealing 
at 75K we see a strong annealing at large values of q and much less annealing at smaller values of q. 
Nevertheless there is still an increase of the intensity at larger q values, i. e. there is some correlation 
of the FP's left. After annealing at 200K and 300K there is a small but definite increase of the 
intensity at small q values. This distribution indicates the formation of small defect clusters along 
with the thermally activated defect recombination. 
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Fig.4: Change of the symmetrical part of the HDS intensity after annealing for 15 min 
at the indicated temperatures. 

The annealing of the diffuse scattering and of the lattice parameter is summarized in Fig.5. The 
amount of annealing of the HDS depends somewhat on the range of q values considered in the 
averaging, however the essential features are independent as demonstrated by the separate averages 
over the large and small values of q. We observe essentially a two step annealing of the lattice 
parameter, :stage I between 30K and 50K and stage II betweenlOOKand 200K. The same stages are 
seen in the diffuse scattering too, but there is about 30% of the intensity left and final annealing is 
observed only after annealing at 650K. Only the second stage has been observed so far and has been 
attributed to differently separated FP's of the Zn sublattice. In addition we observe by the HDS the 
formation of defect agglomerates which stabilize the defects and reduce the recombination. This 
observation is in very good agreement with the free migration of interstitials around 200K with an 
activation energy of 0.6-0.7 eV [2]. Remarkable in addition, there is relaxation during clustering as 
there is compensation of the lattice parameter at 200K. The vacancies are assumed to be not changed 
as they are immobile at these temperatures [1]. 
The first annealing stage which is nearly finished at 50K has not been observed before. Therefore it 
seems very unlikely that this stage is related to a different less stable FP on the Zn-sublattice and we 
attribute this stage therefore to defects on the Se-sublattice which have not been observed before. 
The strong change of the intensity distribution along with the annealing of these FP's (Fig.4) 
demonstrates that these defects are also characterized by the configuration of close pairs. As the 
other defects seem to be stable at this temperature we may deduce the more detailed structure of the 
Se-defects by attributing the difference of the HDS between 8K and 75K to the annealing defect 
(Fig.6). Assuming further that all the annealing defects are correlated close pairs we may use 
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Fig. 5: Annealing of the average values of the HDS intensity and of the lattice parameter of electron 
irradiated ZnSe. Irradiation dose 1: 1.41019 cm'3 and dose 2: 2.110 cm' . Averages of the HDS 
include at (400) reflections : small q, 0.02 < q/G < 0.45, large q, 0.45< q/G < 0.74 ; at(511) 
reflections: small q, 0.012  <q/G < 0.038 and large q, 0.038 <q/G <0.052. 

the value of the HDS obtained by extrapolation to q=0 as an additional information i.e. SHDS (q-> 0) 
- c (Virel - Vv

rel )2 and can determine all parameters under these conditions (for details see ref.6): E= 
0.5cm"1 , Vv

rel= 0.6Q, and Vv
rel = -0.25Q. in spite of the uncertainties of the extrapolation to q=0 this 

directly deduced values confirm the selection of the branch of solutions of Fig.3 and indicate in 
addition that the FP's of the Se-sublattice have a somewhat larger relaxation volume than the 
average over all defects. 
As vacancies can be considered as immobile below RT the annealing must be attributed to interstitial 
mobility. Consistently we attribute the formation of small clusters, which can be deduced from the 
change of the behavior of the HDS at small values of q (Fig.4), to the formation of small 
agglomerates of interstitial type. Due to the small value of Aa remaining at RT ,which is within the 
error bars we can give only a rough estimate with an average size of about 5 atoms. 
Final annealing is observed between 400K and 650K and we attribute this annealing to the mobility 
of the different types of vacancies which eat up the remaining interstitial clusters. Hence this 
reaction scheme of fast interstitial and slower vacancy mobility compares well also to the III-V 
compounds GaAs, InP and AlAs [12]. 
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5. Summary and Conclusion. 
[100]-oriented ZnSe wafers have been irradiated at 4K with 2.5 MeV electrons up to a highest dose 
of 21019 eVcm2. The irradiation induced defects and their thermally activated reactions have been 
investigated by measurements of the diffuse scattering close to different Bragg reflections and by 
measurements of the change of the lattice parameter. 
Similar to the observations with other semiconductors these measurements yield large defect 
introduction rates, which are of the order of 3 cm"1, and small relaxation volumes of the defects. The 
distribution of the diffuse scattering intensity indicates the predominance of close Frenkel pairs. In 
contrast to the observations with the elemental semiconductors there is an increase of the lattice 
parameter with irradiation dose which indicates, that there is no complete cancellation between the 
displacement fields due to vacancies and interstitial atoms. Averaging over all defects we obtain a 
positive relaxation volume for the interstitial of VireI = 0.4 atomic volumes and for the vacancy a 
negative value of Vv

rel = -0.25 atomic volumes. 
We observe two well defined low temperature annealing stages which are located between 20K and 
50K and between 100K and 220K respectively, and which account for the annealing of about 40% of 
the defects each. Only the second stage has been observed so far and has been attributed to the 
recombination of close Frenkel pairs on the Zn-sublattice/1/. Therefore we attribute the new low 
temperature stage to the recombination of close Frenkel pairs of the Se-sublattice. Remarkably this 
first observation of Frenkel pairs on the Se-sublattice yields a similar concentration and size for the 
Frenkel pairs for both sublattices. 
We attribute the annealing up to room temperature to the mobility of the interstitial atoms and 
observe the formation of small interstitial clusters by those interstitials which escape recombination. 
Along with the beginning of the vacancy migration we observe total annealing in the temperature 
range between 400K and 650K. 
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Abstract. We studied electrical properties of MBE-grown ZnSe/GaAs heterojunctions due 
to the interface states, by admittance spectroscopy. The capacitance-voltage characteristics 
show a hysteresis which can be related to an unusually slow capacitance transient. A large 
frequency dispersion of the capacitance and a broad peak in the conductance spectra are 
observed at high temperatures. These observations strongly suggest the presence of a 
continuum of defects in the interface between ZnSe and GaAs. The capacitance versus 
frequency data was analyzed in terms of Lehovec's model of an interface state continuum 
with a single time constant giving a density of interface states about 4xl012 cm"2 eV_1 for 
typical both n- and p-type samples. We attribute the long time constant observed in the 
capacitance transients to slow changes in the electrical charge on the interface states. The 
presence of interface states may seriously affect the performance of ZnSe/GaAs based 
devices. The correlation between their behavior and the growth conditions is of prime 
importance and is presently under study. 

Introduction 
Wide-bandgap materials like ZnSe have gained a lot of interest for use in blue-light 
emitting devices. Due to the lack of high quality ZnSe substrates, it is necessary to grow 
ZnSe epilayers onto GaAs substrate. The lattice mismatch between ZnSe and GaAs is 0.27 
% and is a source of defects created at the heterointerface. The defects are known to affect 
the mobility [1,2], interface barrier height [3] and other electrical properties such as defect 
density and degradation phenomena of the related devices. Characterization and control of 
the ZnSe/GaAs heterointerface are of prime importance in obtaining high-quality ZnSe 
epilayers on GaAs substrate. Although many reports have been published on the MBE- 
ZnSe/GaAs interface, it is still a subject of great interest. We here present experimental 
results obtained by capacitance-voltage (C-V) measurements and admittance spectroscopy 
which indicate the presence of unusually slow interface states in MBE-grown p- and n-type 
ZnSe layers on GaAs substrates. These interface states result in a long time constant 
relaxation in the ZnSe/GaAs heterojunction (HJ) capacitance and thus a hysteresis in the C- 
V characteristics. 

Experimental 
The ZnSe layers with thickness of about 1 to 2 urn were grown by MBE on conductive 
(100) GaAs substrates. The growth temperature was 300 °C. For p-type doping nitrogen 
was incorporated by using an Oxford Applied Instruments plasma source. For n-type 
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doping iodine produced from an electrochemical cell was used. Table I summarizes 
selected properties of some of our samples. 
Different Au/p-ZnSe/p+-GaAs and Au/n-ZnSe/n+-GaAs structures have been studied. The 
electrical characteristics of these devices are typical of two diodes connected back-to-back: 
a ZnSe/GaAs HJ and a Au/ZnSe Schottky diode (SD). Due to the large valence band 
discontinuity in the HJ and a high doping level in the GaAs substrate the depletion region is 
only in the ZnSe side. An applied voltage V will be divided between these two junctions. 
When the polarity of V is such that the SD is reverse-biased, most of the bias drops across 
the SD, and the corresponding depletion region xSD increases. For the other polarity 
however, xSD decreases, until xSD = xHJ, where xm is the depletion region in ZnSe at the 
heterojunction. This occurs when §SD = V + §w where <|> is the potential barrier. Further 
increase of V appears as a reverse bias across the HJ, which at this stage limits the current 
in the circuit, and therefore xHJ begins to increase substantially. 

Results and Discussion 
Results obtained from the different samples summarized in table 1 were generally similar. 
Therefore, the curves that will be presented here are obtained from sample # 1 unless 
otherwise specified. 
Figure 1 shows the C-Vplots observed at room temperature. Negative voltages are reverse- 
bias for the HJ. When the capacitance is measured by scanning the applied voltage from 0 
V to a given value of the reverse bias, followed by a scanning in the opposite direction, a 
large hysteresis is observed. The capacitance is lower in the second scan compared to the 
first one (Fig. 1). This characteristic is common for GaAs MIS structures, and is 
interpreted in terms of energy distributed interface states. 

-6 -4 -3 -2 
Voltage (V) 

Fig. 1: C-V characteristics 
from sample # 1 at 250 K. 
The arrows indicate the scan 
directions : from 0 to -6V and 
from -6 to OV. 
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transients from sample # 1 for 
step changes in bias (a) from 
-4 to 0 V; and (b)from -6 to 0 
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Capacitance transients (C-t) obtained after a change in the reverse bias were measured for a 
variety of biases and temperatures. Figure 2 shows the C-t curves for a step change in bias 
from -4 to 0 V (Fig. 1 a), and from -6 to 0 V (Fig. 1 b) at room temperature. As can be 
seen, the transients are highly non-exponential, and their shape depends on the initial 
applied bias. Hence, they are not likely to arise from discrete deep energy levels in the 
bandgap. Their time constant is unusually long, from a few seconds to minutes at room 
temperature, depending on samples (Table I), and is longer at lower temperatures. The 
hysteresis seems to be related only to the slow time constant C-t. Indeed, when the C-V 
characteristics are plotted using a long enough scan delay no hysteresis is observed. Also, 
at high temperature where the C-t transients are short, the C-V does not exhibit a hystersis 
irrespective of the scan delay. 
We calculated the built-in potential based on the extrapolated voltage intercept V0 from the 
1/C2 versus V curves. Abnormally high values were measured (8 V in some samples). 
These observations also suggest the presence of interface states at the heterointerface. In 
order to check this hypothesis, admittance spectroscopy measurements were performed. 
Capacitance versus frequency spectra were recorded at a large number of frequencies in the 
range of 2 Hz </< 1 MHz, at different temperatures. Figure 3 shows some typical plots of 
AC vs log(f) where AC is the difference : C(f) - C(l MHz), and / the frequency. 
Measurements of the a.c. conductance versus temperature at different frequencies were also 
performed. Figure 4 shows conductance versus temperature spectra obtained from samples 
# 1, # 2, and # 3, measured at 10 Hz. At room temperature and below a relatively small 
difference between low and high frequency HJ capacitance is observed. At high 
temperature a large frequency dispersion is measured in the junction capacitance of samples 
# 1 and # 2. Also a broad peak is observed in the conductance-versus-temperature spectra. 
This peak is quite broad and weakly dependent on the a.c. frequency under analysis. Such 
behavior is typical for energy distribution of interface states. The high temperature at 
which the peak is observed suggests a band of interface states deep in the bandgap. At 400 
K (our high temperature limit, since higher temperatures may induce irreversible changes in 
the properties of the sample) the a.c. conductance of samples # 3 and # 4 was still 
increasing suggesting a peak at higher temperature (Fig. 4). If this is the case, one can infer 
an interface state band in samples # 3 and # 4 deeper in the bandgap compared to samples # 
1 and # 2, which agrees with the longer capacitance transients in the former. 



1386 Defects in Semiconductors - ICDS-19 

350 K 

1500 
o           \ 

'300 K      \ 

1000 o         \ 

500 
o         \ 

o    \ 
■ .     .8 \ 

-     200 K 
•i-_lx_ 

.1           1 1 I 

101 
10'       10-5       10"       105 

FREQUENCY [Hz] 

10° 260    280    300    320    340    360    380    400 

TEMPERATURE (K) 

Fig. 4: Conductance versus temperature 
spectra from sample # 1 and # 2. f = 10 
Hz. 

Fig. 3: AC vs log(f) at different 
temperatures from sample # 1. The 
discrete points are measured values and 
the solid curves are the best fits to the 
experimental data of Eq. (10), for 
T=350K. 

We believe that the frequency dispersion of the capacitance and the conductance peak are 
related to interface states at the heterointerface. The abnormally high values of the built-in 
potential deduced from the extrapolated voltage intercept confirm this hypothesis. In the 
literature there is a discrepancy in values of this parameter. A value of 7 V was reported in 
Ref. 5, while a value of 1.2 V was reported in Ref. 6. Theoretical calculations of the 
potential barrier of the ZnSe/GaAs HJ gave a value of about 1 V. It is well known, 
however, that heterojunctions barrier heights strongly depend on the density of interface 
states [7]. Fonash [8] studied in detail the effect of an interfacial layer on the shape of the 
1/C2-V profiles and the voltage intercept. He showed that in the presence of an interfacial 
layer, V0 may be very different from the right barrier value. 
In case of a moderately thick interfacial layer, the interface states can readily exchange 
carriers with the bulk of ZnSe. Assuming : (a) a constant density of interface states; (b) a 
capture rate for either carrier type which is independent on the surface states energy; and 
(3) one single time constant; the interface-states-capacitance Cp is parallel to the depletion- 
layer-capacitance Cd. The equivalent circuit is as described in Ref. 10. The interface- 
states-capacitance Cp is obtained from : 

Cp = AC=C-Cd (l) 
where Cd is obtained by measuring the capacitance at 1 MHz. As reported by Lehovec 
[10], Cp is in this case given by: 

Cp = qADs arctg(an) / cox (2) 
where A is the diode area, Ds the density of the interface states per unit energy and area, T 

their relaxation time, and CD the angular frequency (= 2nf). 



Materials Science Forum Vols. 258-263 1387 

Sample Carrier 
concentration 

(cm-3) 

t(s) Position of the 
Conductance peak (K) 

#1 p = 1.3xl017 <1 344 

#2 n = 5xl017 
<1 335 

#3 p = 5xl017 
8 >400 

#4 p = 2xl017 100 >400 

Table I 
Representative n- andp- type samples studied in this work, t is the approximate time needed 
to reach the 0 V bias capacitance after the application of6V reverse-bias, at 300 K. 

The values of Cp are deduced from Eq. (1). Typical plots of the experimental values of Cp 

vs log(f) are shown in Fig. 3. The solid curve represents the best fit of the experimental 
data (discrete points) to the theoretical formula (2). Fitting to data measured at room 
temperature and lower temperatures were generally not successful. At these temperatures 
AC is mainly due to carrier traps in the bulk. The values of Ds and T obtained from the 
fitting procedure for data taken at 350 K are: Ds = 4xl012 cm^eV-1; x = 7ms, and Ds = 3x 
1012 cm^eV"1; T = 5 ms for sample # 1 and sample # 2 respectively. As Ds is significant 
there is a large contribution Cp from the interface states in the device capacitance. This 
high density combined with the slow changes in charge on the interface states give rise to 
the long transients observed in the HJ capacitance. It is also illuminating to make a 
correlation between values of the C-t time constant for different samples with the depth of 
the interface states continuum in the bandgap. We find that samples which exhibit longer 
capacitance transients show a conductance peak at higher temperatures than samples with 
faster capacitance transients. 

Conclusion 
In summary, interface properties of MBE-ZnSe/GaAs heterojunctions were investigated. It 
was found that in response to a change in the applied reverse bias very slow heterojunction 
capacitance transients are obtained. The time constant of such transients is longer at lower 
temperatures and may reach a few minutes in some samples. This slow relaxation induces a 
large hysteresis in the C-V characteristics of the heterojunction. To understand this 
behavior admittance spectroscopy measurements were performed. A large frequency 
dispersion of the capacitance and a broad peak in the conductance spectra were observed at 
high temperature. This indicates the presence of a density of energy distributed interface 
states at the heterointerface. Good fitting of calculations by Lehovec[10] to the capacitance 
versus frequency data were obtained, and the density of interface states was evaluated to 
about 4xl012 cm"2 eV"1. Therefore we attribute the long capacitance transients to slow 
changes of the charge in the interface states.    These results strongly emphasize the 
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importance of the growth conditions and substrate treatment for growing ZnSe/GaAs based 
devices. 
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Abstract. Spin polarized, radioactive l2B probe nuclei are implanted into nominally undoped 
ZnSe single crystals at stationary concentrations <109/cm3. From temperature and orientation 
dependent ß-radiation detected nuclear magnetic resonance measurements we conclude that at 
T= 800 K about 85% of the implanted B end up as ionized donors at Zn-sites (BZn

+) with unperturbed 
surroundings. The temperature dependence of the BZn signal intensity yields activation parameters for 
the population of this site. We obtain EA = 0.61(3) eV and a value of 1060(3)/s for the pre-exponential 
factor. BZn is immobile up to 950 K within the time window of the ß-decay lifetime. 

1. Introduction. 
The vast majority of investigations related to doping problems in ZnSe is dealing with p-type doping. 
This is related to the well known, even though not well understood, compensation effects which up 
to now prohibit hole concentrations beyond 1018/cm3 ( see [1,2] for recent reviews). It has to be seen, 
however, that there are also many open questions concerning n-ZnSe. The highest free-electron 
concentrations obtained so far are about n < 1019/cm3 and were achieved using halogens (Cl, I, Br) as 
donors. While these values are sufficient for most applications it is not clear which microscopic 
mechanism prevent even higher carrier concentrations. The best suited group-HI elements (Al, Ga, In) 
give only n < 1017"I8/cm3. We therefore have the same situation as for p-type doping, incorporation of 
dopants on the Se sublattice apparently gives higher efficiencies. Since the principal mechanisms 
responsible for the saturation of free carrier concentrations at high doping levels may well be very 
similar for both, p- and n-type doping, an improved microscopic understanding of these problems is 
needed for either type of conductivity. 

It is another remarkable fact that just for the lightest elements of groups in and VII of the periodic 
table, B and F, there is virtually no experimental (or theoretical) information available concerning 
their potential as dopants in ZnSe. The main objective of this study is to rectify this situation for the 
case of boron by an investigation of its microscopic properties with emphasis on its suitability as a 
donor in ZnSe. For this purpose we performed ß-radiation detected nuclear magnetic resonance (ß- 
NMR) measurements on implanted, radioactive 12B probe nuclei. Due to the high sensitivity of this 
'nuclear technique' we are able to explore, as a first step, the behavior of well isolated probes at 
stationary concentrations of s 109 B/cm3. In a later stage it is intended to look at samples which are 
pre-implanted with ~ 1018/cm3 stable B. 

2. Experimental. 
Details of the ß-NMR technique are given in Refs. [3,4] and references contained therein. 
Essentially, ß-active 12B probe nuclei with a radioactive lifetime tp = 29.3 ms and a nuclear spin 
/= 1 were created in the nuclear reaction uB(d,p)12B in a thin boron target foil irradiated with a beam 
of 1.5-MeV deuterons from an ion accelerator. The recoil ejected 12B nuclei were spin polarized along 
an external magnetic field B0 by selection of a recoil angle of 45±8° relative to the incident beam and 
implanted into the ZnSe crystal with broadly distributed energies between 0 and 450 keV. Thus, the 
concentration profile was rather homogeneous up to a maximum depth of about 1.2 |im. The total 
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number of 12B nuclei being simultaneously present in the sample never exceeded 105, corresponding 
to a concentration of <109/cm3. Not only the probe nuclei themselves but also their implantation- 
damage cascades are therefore well isolated from each other. The detected quantity was the ß-decay 
asymmetry a which is proportional to the nuclear spin polarization P. 

We used nominally undoped bulk crystals (p > 108 Qcm) of 10 x 10 x 2 mm3, cut along (100) 
surfaces. In order to prevent Se effusion at higher temperatures the samples were coated with a 
~20-nm Si3N4 film. 

3. Results and discussion. 
3.1 Lattice locations 
There is a checklist of five preconditions that any useful donor element in ZnSe has to fulfill. 

i) The implanted impurities have to occupy the 'right' lattice site, i.e., we need BZn. 
ii)        The full Td symmetry of this site has to be maintained. In case of a distortion we would expect 

a deep rather than a shallow center, 
iii)       As a shallow donor BZn has to be ionized at room temperature (BZn

+) 
iv)       B has to be thermally stable at the Zn-site, a rapidly diffusing dopant is technologically rather 

useless, 
v)        if, as in our case, the incorporation of the impurities is achieved by ion implantation it is 

mandatory that unperturbed BZn is formed at convenient temperatures. Any necessity for an 
annealing step at high temperatures would be a severe obstacle in the case of the temperature 
sensitive II-VI semiconductors. 

&? 

765.0    765.5     766.0 
Frequency / kHz 

Fig. 1. ß-NMR 
T = 800 K, B0 -- 

spectra   of   ' 
= 0.1 T, (100) 

2B   in   ZnSe. 
|| B0 (top) and 

(110) | B0 (bottom). The strong orientation 
depencence of the dipolar line widths is used for 
a determination of the corresponding lattice site 

ß-NMR spectra measured at T= 800 K are shown 
in Fig. 1 for two different crystal orientations. The 
resonances occur at the Larmor frequency vL and 
so far no further resonances were observed. The 
existence of a Larmor resonances means that the 
corresponding B impurities are located at sites 
with Tj symmetry and are in their diamagnetic 
charge state. There are four cubic sites available 
in the zincblende lattice, two substitutional ones 
on either sublattice, BZn and BSe, and two 
tetrahedral interstitial sites (Bs), surrounded by 
either four Zn or four Se atoms. 

In Fig. 1 an inhomogeneous broadening of the 
resonances can be seen which depends strongly 
on the crystal orientation. This broadening Avinh 

is due to the dipole-dipole interaction between the 
nuclear spins of the 12B probes and neighboring 
Zn and Se host atoms. The angular dependence of 
Avinh, obtained from the measured line widths 
after proper subtraction of all instrumental 
contributions, is plotted in Fig. 2 together with a 
fit curve which obviously gives a reasonable 
description of the data. The first theoretical 
description of the dipolar line width was already 
given by Van Vleck [5] and later extended to the 
case of isolated impurities in a host lattice by 
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Hartmann [6]. A vinh can be calculated for any of the lattice positions in question with the local bond 
lengths as only free parameters. In contrast to homogeneous systems these bond lengths are a priori 
not known since a local lattice relaxation around the impurity atom has to be considered. There are, 
however, physical constraints in sign and magnitude on this local distances as we will discuss later 
on. 

500 

400 
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200 

100 

15 30 
Orientation angle / deg. 

Fig. 2. Angular dependence of the dipolar line 
width. B0 is rotated in the {100} plane. 0° 

The solid curve in Fig. 2 represents the best fit of 
the Hartmann-Van Vleck theory to our data. It is 
based on the assumption of BZn and yields a quite 
strong lattice contraction of the first and second 
shell of neighboring atoms by -21(1) and -25(2)%, 
respectively. It has to be stated, however, that also 
if the BSe or B, sites are assumed we can obtain fits 
of comparable quality. In any case a strong lattice 
contraction of about 20% in the first two shells is 
necessary to obtain acceptable agreement. 
Especially around interstitial impurities, however, 
we consider a strong inward relaxation as an 
unphysical result and therefore discard the 
possibility of B at tetrahedral interstitial sites. 
Also, we believe that the assumption of BSe cannot 
explain the experimental observations 
satisfactorily. For BSe we had to assume the BSe

3~ 

(100) || B0, 45°: (100) || B0. The solid line 
represents a fit which assumes B at Zn sites and 
a -20% lattice contraction around the impurity. 

charge state, otherwise the defect would not be 
diamagnetic or we would expect it to undergo a 
Jahn-Teller distortion because of its partially 
filled electronic p-shell (see Ref. [7] for a general 
discussion ofthat point). A triply charged defect, 
on the other hand, should cause a strong local 

charge perturbation and therefore large electric field gradients (EFG's) at the neighboring Zn nuclei. 
The Hartmann-Van Vleck fit requires, however, the impurity induced quadrupole interaction in the 
first shell to be much smaller than the Zeeman interaction of the 67Zn nuclei (4.1% natural 
abundance). We determine an upper limit of e2qQ/h(67Zn) < 0.5 MHz for the quadrupole coupling 
constant. This is such an extraordinarily small value for a mid-sized nucleus with a rather average 
quadrupole moment of Q = 0.150 b that we also discard the assumption of BSe. 

The only remaining possibility is BZn which with all its properties fits well into the experimental 
picture. In the BZn

+ charge state the center is i) diamagnetic (as observed) and ii) not prone to Jahn- 
Teller distortions. BZn

+ is a very small ion (rjon = 0.35 A), therefore a local contraction of the 
surrounding lattice is not surprising. For the impurity induced EFG around BZn we get essentially no 
restriction. This is mainly due to the fact that the first shell of Se neighbors has no quadrupole 
moments and in the second shell the quadrupole interaction is already very weak anyway. 

Our conclusion therefore is that the observed Larmor resonances correspond to BZn in the positive 
charge state and with full Td symmetry. Conditions i), ii), and iii) of our check list are therefore 
fulfilled. The same is true for point iv) ofthat list. An inhomogeneous broadening of a resonance, as 
we observed it up to T= 950 K, is always an indication of immobile probe nuclei. If the opposite 
were true and we had diffusing impurities with jump rates w > TT-A vinh, the well known effect of 
motional averaging would occur resulting in the same narrow line width for all crystal orientations. 
From the smallest value of A vinh ~ 100 Hz (for (100) || B0) we obtain w < 300 s"1 as an upper limit for 
the possible jump rates of BZn 
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In the only other investigation of this system that we are aware of Adachi and Machi [8] found a new 
peak in photoconductivity spectra of ZnSe after high-dose boron implantation and annealing at 400 °C 
for 10 min. This feature was attributed to BZn and a donor ionization energy of ED = 0.12 eV was 
derived. Our microscopic results, even though obtained under quite different implantation and 
annealing conditions, confirm this assignment. 

3.2 Annealing Behavior 
The temperature dependence of the ß-NMR signal intensity at the Larmor frequency is shown in 
Fig. 3. According to our discussion in the preceding section, this signal measures the fraction fZn of 
l2B nuclei at unperturbed Zn sites. In previous experiments [9] we found that 100% of Larmor 
resonant probes give a 10% asymmetry signal. The data of Fig. 3 were measured under somewhat 
different experimental conditions which cause a different scaling between measured asymmetry and 
corresponding probe fraction. From reference spectra measured at T = 950 K (not shown) we 
determine that the saturation value of the asymmetry signal in Fig. 3 corresponds to^„ = 85%. 

The fit function included in the figure 
is based on a two-state trapping 
model which we already used in 
previous studies [9,10]. This model 
assumes that directly after the 
implantation fZn is almost zero. The 
majority of the implanted B, however, 
initially forms an unidentified defect 
center Bx. We further assume that a 
thermally     activated 
B. B, with 

conversion 
rate 

400 500 600 700 800 
Temperature / K 

900 \i = u0 • exp(-EA/kBT) takes place 
while back conversion is not included 
('trapping' at the Zn site). In both 
configurations, BZn and Bx, 12B decays 
with a rate Ap = l/xp. Within this 
model the observed increase in BZn 

signal intensity now simply reflects 
the dominance of \i over Ap with 

rising temperature. The quantitative analysis yields n0 = 1060(3) s"1 and EA = 0.61(3) eV as parameters 
of the thermally activated conversion. We neglect, in this picture, the possibility that, due to some 
depolarizing interaction, the, polarization of Bx might decay faster than the fraction itself. In such a 
case we had to replace Ap by Xx = Ap + APoix, with a depolarization rate A.Po]x. Our parameters 

Fig. 3 Temperature dependence of the ß-NMR signal 
intensity at the Larmor frequency. This signal represents the 
fraction of implanted B at unperturbed Zn sites. The solid 
line represents a fit of two-state annealing model. 

represent only lower limits for the true conversion rates since we assumed Xx
: 

possible value for A.x 

A.», i.e., the lowest 

One possible picture of in-beam ß-NMR is to look at this experiment as an annealing experiment 
where the annealing temperature TA is given by our actual measuring temperature and the annealing 
time ^ by tp. At first glance, the temperatures of Fig. 3 may appear quite high, we need unpleasant 
875 K in order to have the Bx - BZn conversion to 90% completed. But if we use the activation 
parameters u0 and EA to convert this temperatures to tA = 1000 s, the typical time scale of a more 
conventional experiment, we find that already at TA = 385 K the conversion process would be to 90% 
completed. This value is well below the growth temperatures used even in the modern epitaxial 
techniques and there is certainly little danger to generate intrinsic point defects at T < 400 K. We can 
conclude, therefore, that for all practical purposes the last remaining point on our 'suitable donor'- 
check list is satisfied, too. 
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Attempts on a more physical interpretation of this annealing parameters, especially the identification 
of the underlying microscopic process are underway but a completely satisfactory picture has not yet 
emerged. This topic will certainly be a central issue of our future work on this system. 

4. Summary. 
We have investigated microscopic properties of implanted B in ZnSe in the temperature range of 
300 to 900 K with ß-NMR. We conclude that the only detected resonances are due to isolated and 
unperturbed BZn

+, i.e., the regular, ionized donor. The complete ionization already at room 
temperature indicates a shallow donor in accordance with the ionization energy of 0.12 eV, as found 
by Adachi and Machi [9]. From the temperature dependence of the BZn-signal parameters were 
derived for the thermally activated population of the Zn site. This, in turn, allowed to calculate the 
annealing temperatures that would be necessary in conventional experiments not restricted to the 
short 30 ms time window. We obtain the result that after implantation of stable B an annealing step 
of 1000 s at 385 K would be sufficient for quantitative formation of BZn. The bottom line of our study 
is that from a microscopic point of view all preconditions for B as a suitable donor in ZnSe are 
fulfilled. 

It has to be emphasized, however, that so far the validity of this result is restricted to the case of 
infinite dilution, we had only about 105 probe nuclei simultaneously in the sample. As a next step we 
intend to pre-implant stable B at concentrations of about 1018/cm3, perform an annealing step as 
described above, and then study the properties of the post-implanted ß-NMR probes 12B under these 
different conditions. 
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Abstract. ß-radiation detected nuclear magnetic resonance measurements are reported on the 
lattice site of 12N ions implanted into undoped ZnSe. At 800 K a Larmor resonance is observed 
indicating the existence of diamagnetic N with full Td symmetry. From the resonance intensity in 
ZnSe compared to the reference system 12N in Cu it is estimated that at 800 K about 40% of the 
implanted 12N end up in this highly symmetric site. An unambiguous experimental determination of 
the precise site is still lacking. Arguments are given, however, that the observed signal corresponds 
to NSe". Searches for quadrupolarly disturbed signals from some of the missing 60% of ,2N in 
configurations of lower symmetry, e.g., complexes with intrinsic defects, were so far not successful. 

1. Introduction. 
Significant p-type doping in ZnSe has been achieved by doping with atomic N in molecular beam 
epitaxy (MBE) [1,2]. Up to now the hole concentration is limited by compensation processes to 
1018 cm"3 despite incorporation of N at levels as high as 1020 cm"3. Different mechanisms as 
compensation by donors, passivation of the N due to formation of complexes or interstitial 
configurations and a limited solubility of N on Se sites have been discussed to explain this 
compensation (see, e.g., [3] and references therein). In most of this processes intrinsic defects play an 
important role either as donors or as partners for the N to build up complexes. Consequently, the 
reduction of intrinsic defect concentrations is one of the most challenging tasks for the crystal-growth 
community. 

The incorporation of dopant atoms by ion implantation is frequently considered incompatible with 
high doping efficiencies because of the lattice defects created in the implantation event. In the present 
study we use just this way to introduce N impurities into ZnSe with a twofold intention. At first we 
want to investigate experimentally whether implantation doping with N is really impossible. For this 
purpose we apply ß-radiation detected nuclear magnetic resonance (ß-NMR). This so-called nuclear 
technique uses spin-polarized radioactive 12N probe nuclei but there is no reason to assume any 
differences in the defect properties of radioactive and stable N. Due to its high sensitivity, ß-NMR 
allows to work with a rather low implantation flux of below 104 cm'V. This ensures isolated N 
impurities and non-overlapping implantation damage cascades, thereby reducing the complications 
in interpreting the results considerably. Additionally, ß-NMR is sensitive only to structural properties 
of defect centers containing the implanted species 12N. The latter fact means that even very high 
background concentrations of other defects in the sample, either native impurities or intrinsic defects 
created in the implantation process, have virtually no effects on our signals as long as the probes' 
immediate neighborhood is not affected. Consequently, passivation of N acceptors due to complex 
formation and compensation due to distant donors can easily be distinguished. 
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The second reason to investigate implanted N is the rather high concentration of intrinsic defects 
created in the vicinity of the impurities. Complex formation of N with intrinsic defects is frequently 
assumed to be the mechanism responsible for the compensation effects at high N content. For 
instance, the NSe-FSe center, suggested by Haukson et al. [4], is often cited in that context. The NSe- 
Zn, pair could be another candidate. It is even favored by Garcia and Northrup [5] on grounds of the 
high binding energy of 1.2 eV they calculated for the similar AsSe-Zn, complex. If it is true that these 
complexes of N with intrinsic defects are responsible for the acceptor compensation at high N 
concentrations than they should readily be formed. Consequently, there ought to be a good chance 
that a noticeable fraction of the implanted N gets trapped and can be studied in such configurations. 

As a first step we started to investigate the structural properties of implanted 12N in nominally 
undoped samples with EF close to mid-gap and the first results of these experiments are reported here. 
In the longer run we will extend the measurements to p-type ZnSe:N samples and look for differences 
caused by the pre-doping. 

2. Experimental. 
ß-NMR and its applications to point defects in semiconductors are described in more detail in Refs. 
[6,7], we will present only a brief outline here. The radioactive l2N probe nuclei have a ß-lifetime of 
vp = 15.87 ms, a nuclear spin 1=1, and decay to 12C. They are produced in the nuclear reaction 
10B(3He,n)12N by irradiation of a 10B target (80 ug/cm210B on a Ta sheet) with a 3.0-MeV 3He beam 
from the ISL accelerator. The recoil emitted ,2N nuclei are spin polarized along an external magnetic 
field Bg by recoil angle selection with an angle of 19±8° relative to the incident beam and then 
implanted into the ZnSe sample. The broad kinematic spread of the recoil energies from 0 to 1.7 MeV 
results in a rather homogeneous implantation profile up to a maximum depths of 2.0 urn. In 
equilibrium we have only 100 probe nuclei simultaneously in the sample corresponding to a 
stationary N concentration of <106 cm3. Not only the probe nuclei themselves but also their 
implantation damage cascades are therefore well isolated from each other. In total, > 10712N nuclei are 
needed to generate a spectrum. Since especially the target geometry is not yet fully optimized for the 
production of l2N probe nuclei we are so far limited to count rates of about 300/s which imposes 
severe limitations on the statistical quality of the data. 

The sample is positioned in an external magnetic field of typically 0.4 T and surrounded by a radio 
frequency (RF) coil to realize the NMR. At the end of their lifetime the probe's remaining nuclear 
polarization P is detected via the asymmetry in the angular distribution of the emitted ß particles 
which is given by 

W(a) = v/c A P cosa, 

where v/c is the average ß velocity relative to the speed of light, A is the asymmetry coefficient of the 
particular ß decay, and a is the angle between v and P. The ß asymmetry a is defined as the 
normalized difference in the emission probability parallel and anti-parallel to P (and B0), 

a = [W(0°) - W(180°)] / [W(0°) + W(lS0°)] = v/cAP. 

The nuclear polarization can be measured by counting the ß particles in a 'north' and a 'south' detector 
mounted at the pole pieces of the NMR magnet. In a ß-NMR spectrum the time-averaged 
ß-asymmetry is monitored as a function of the RF frequency. 

The sample in use was grown by MBE on a p-GaAs:Zn substrate and has a size of 10x10 mm2. The 
2.9 |im thick ZnSe layer was deposited using a Zn/Se beam equivalent pressure of 0.34 resulting in 
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an undoped, stoichiometric film with the Fermi level estimated at midgap. The crystal was capped 
with a 25-nm Si3N4 layer to prevent outdifrusion of Se at high temperatures. It could be rotated 
around a [100] crystal axis to vary the direction of B0 within the (lOO)-implantation surface. 

3. Results and discussion. 
3.1 Larmor resonances. 
A ß-NMR spectrum of 12N in ZnSe, measured at T = 800 K and with B0 || (100), is presented in 
Fig. 1. Additional scans at the same temperature but different crystal orientations showed no 
significant differences within the limits of statistics. The fact that the resonances occur right at the 

Larmor frequency, together with the missing 
orientation dependence, proves the absence of any 
electric field gradients and hyperfine fields. The 
corresponding 12N defects have, therefore, 
tetrahedral (Td) symmetry and are in their 
diamagnetic charge state. The possible lattice sites 
with Td symmetry are the Se, the Zn, and two 
interstitial sites surrounded by four Se (rSe) or Zn 
(jTZn) atoms. An experimental identification of one 
of these sites by ß-NMR was not yet possible. 
The cross-relaxation technique, best suited for site 
determinations in other systems (see, e.g., [8]) is 
not applicable due to the low abundance of host 
isotopes with quadrupole moments. The second 
best experimental choice, a dipolar-line width 
analysis like in the case of 12B in ZnSe [9], 
demands for excellent statistics and instrumental 
stability and will be attempted if we succeed to 
improve our ß-count rates. 

Fig. 1. 

86        1.366        1.390        1.398        1. 
Frequency / MHz 

ß-NMR   spectrum   of  l2N ZnSe, 
T = 800 K, B0 = 0.4 T, B0 || (100). The 
resonance occurs at the Larmor frequency. The 
absolute values of the observed asymmetries are 
determined by instrumental effects and without 
physical significance. 

We may, however, discuss the l2N locations on 
grounds of our charge state informations, 

theoretical results, and general models for the properties of point defects in semiconductors. In a 
simple, but nevertheless very successful, one-electron model proposed by Watkins [10,11] we can 
picture a defect in Td symmetry as having a twofold degenerate a, plus a sixfold degenerate t2 state 
with the a, state typically being lower in energy. Whether or not the level positions fall into the band 
gap depends on the individual system. These states are consecutively filled according to the number 
of available electrons. The essential statement of Watkins' empirical rule is that whenever the t2 level 
is partially filled a Jahn-Teller distortion will occur reducing the defect symmetry below Td (see Ref. 
[11] for a discussion on exceptions). In adopting this model for our case of N in ZnSe, we see that 
only the following configurations fulfill both requirements, Td symmetry and diamagnetic charge 
state: No N   + N   3+ 

' 1NZn > iNZn    > Nj ", and N; +, where for Nf either of the two tetrahedral sites is possible. 

In a variety of theoretical investigations defect properties in ZnSe were calculated with state-of-the- 
art computational techniques [5,12-15]. For our purposes the study of Kwak et al. [15] is particularly 
interesting since it is the only one with a detailed discussion of N on Tsites. The most important 
conclusions of Ref. [15] in our context are: 

i) The TSe site is energetically much less favorable than the TZn site. Since all interstitial sites are 
equally available there is no reason that N should not prefer the one lowest in energy. We do 
not consider, therefore, Nj(rSe) any further. 
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ii) The NZn hetero-antisite has a rather low-lying donor level. The calculated value of 
E(+/0) = EV + 1.0 eV implies that in our sample, where EF is close to midgap, NZn should be 
neutral or even negatively charged, therefore have partially fdled t2 states and undergo a Jahn- 
Teller distortion. In accordance with Watkins' rule, Kwak et al. obtain C3v symmetry for NZn° 
and NZn". Based on these results we discard the assumtion of NZn, too. 

iii) The Nj(rZn) acceptor levels are all very close to the valence band. The theoretical result of 
E(2-/3-) = Ev+ 0.30 eV forcec us to assume that Ni(rz„) would be in its triply negative 
charge state in our sample and therefore have Td symmetry. Thus, the assumption of Nj(rZn)

3" 
would be consistent with the observed Larmor resonance. 

For the last remaining alternative, NSe", we don't have to rely on theoretical results. It is a well known 
fact, of course, that NSe" with full Td symmetry exists in undoped material and is the acceptor in ZnSe. 

Tentatively we assign the observed resonances to NSe\ The reason to discard the remaining 
alternative of N^r^,)3" is mainly based on the fact that we observe resonances as shown in Fig. 1 only 
at high temperatures. If we decrease the sample temperature below 500 K we can still detect a Larmor 
signal but its intensity drops by a factor of ~ 5. In an implantation experiment, the low-temperature 
conditions are always closer to the situation directly after the implantation event, while at higher 
temperatures we are seeing the effects of subsequent thermally activated processes. Now it is a quite 
common situation that an implanted probe ion is initially located interstitially or in a low-symmetry 
environment, and reaches unperturbed substitutional sites only after thermal activation [16-18]. We 
never observed the opposite case, however, that thermal activation is needed to occupy an interstitial 
site. In the following we therefore assume that the Larmor resonance reflects 12N located in 
unperturbed Se sites. We have to keep in mind, however, that the possibility of N;(rZn)

3~, initially 
trapped in some complex with an intrinsic defect from the damage cascade, cannot be excluded for 
certain. 

We now turn to the question which fraction of the implanted 12N ends up as unperturbed NSc, i.e., 
participates in the Larmor resonance. Such a determination can be done by comparing the signal 
intensity of the 12N resonance in ZnSe with a measurement in a reference system. Well suited for this 
purpose is single-crystalline Cu. In ß-NMR measurements at T= 100 K the Osaka group found 100% 
of the implanted 12N at cubic lattice sites [19]. Assuming that the same is still true at higher 
temperatures, T- 100 K was not accessible for technical reasons, we performed a measurement at T 

= 442 K which is shown in Fig. 2 together with the 
ZnSe resonance of Fig. 1. After correcting for the 
effects of the temperature dependent spin-lattice 
relaxation in Cu, we obtained a value of/(NSe) = 
40±10% for the 800-K resonance of Fig. 1. The 
given errorbar is mainly due to the estimated 
systematic errors of this calibration procedure. 

3.2 Search for l2N in low-symmetry sites. 
As   already  mentioned  earlier,   the  implantation 
process produces a lot of intrinsic defects which 

Frequency / MHz could take part in complex formation with the 
Fig. 2. The Larmor resonance of Fig. 1 (top) implanted N. Some of this complexes, as the NSe-FSe 

and a reference spectrum measured in Cu at center or the NSe-Zn, pair, are widely discussed as 
442 K. From the smaller integrated area of compensating donors. The non-cubic symmetry of 
the ZnSe resonance a NSe fraction of about these complexes would result in an electric field 
40% is deduced. gradient at the 12N lattice site and hence a quadrupole 

splitting in the ß-NMR spectrum. A search scan for 

1.3B 1.40 
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1.25 1.30 1.35 

Frequency / MHz 

Fig. 3. Search scan for quadrupole split signals 
of 12N in ZnSe. The solid line represents the true 
instrumental asymmetry. Two frequencies, 
symmetrical to the Larmor frequency at 
1.391 MHz, were irradiated simultaneously. 
T= 900 K, B0|| (110). 

such signals at resonance positions different from 
the Larmor frequency is shown in Fig. 3. In order 
to enhance a possible signal two frequencies, 
symmetrical to the Larmor transition, were 
irradiated simultaneously. This way the scan 
covered a frequency span of ±150 kHz. Evidently, 
there is no resonance present within this range 
except from the Larmor line itself. The spectrum 
of Fig. 3 was measured with B0 || (110), a second 
scan (not shown) with B0 10° off (100), i.e. an 
orientation with much smaller splittings for 
centers with (111)- or (110)-defect axes, gave no 
different results. 

We have to conclude, therefore, that our attempts 
to detect 12N defects with less than cubic 
symmetry were so far not successful even though 
we are still missing about 60% of the total 12N 
polarization. There is still hope for the future, 
however, since for at least two reasons we might 

have overlooked a signal. First, a larger than expected electric field gradient would not have been 
detected because of our limited frequency window. In future experiments we have to extend the 
search range, therefore. Second, for centers with very low symmetry the total ß-NMR-signal intensity 
would be spread out over many different resonances corresponding to the various defect orientations. 
These cases will elude detection unless we can considerably improve the statistical accuracy of our 
data. 

4. Summary. 
After implantation of 12N into nominally undoped ZnSe at T : 800 K we observed a ß-NMR 
resonance at the Larmor frequency indicating a probe fraction of about 40% at sites with Td 

symmetry. At room temperature the same signal is observed, however with a drastically reduced 
intensity. From theoretical calculations we concluded that NZn and Nj (TSJ could not maintain such a 
high symmetry in a sample with EF close to midgap. We tentatively assigned the signal to NSe", the 
unperturbed and ionized acceptor. The alternative assumption of N, (TZn) could not definitely be 
excluded, however. Search scans to detect some of the missing 60% I2N probes in less symmetric 
configurations were so far not successful. 
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Abstract 
In low-temperature photoluminescence (PL) of Ti-doped ZnTe crystals, three zero- 

phonon lines (ZPL) show up at 3903, 4013, and 4103 cm-1. By Zeeman measurements 
the line at 3903 cm-1 is identified with the 2T2{D) —)■ 2E(D) transition of substitutional 
Ti3+ (3d1). The weak 3T2{F) -¥ 3A2(F) band of Ti2+ (3d2) exhibits a single ZPL at 
2855 cm-1. Magnetooptic spectra display a threefold splitting of the isotropic Ti2+ line 
and a further splitting of the Ti3+ lines. In Ni co-doped crystals the known PL bands 
of Ni2+ (3d8) at 3840 cm-1 and Ni+ (3d9) at 3095 cm-1 occur in addition. While after 
cooling these crystals in the dark, only the luminescence of Ti3+ is observed, the Ti2+ 

emission appears after irradiation with light (v > 7000 cm-1): Ti3+ + hv —> Ti2+ + e^B. 
This charge transfer (CT) is confirmed by electron paramagnetic resonance (EPR) investi- 
gations. Under irradiation, the isotropic signal of Ti3+ at g = 1.9139 present in thermal 
equilibrium at 4 K, is reduced in favour of the photo-stimulated Ti2+ signal at g = 1.9255. 
Excitation and sensitisation processes are discussed in one-particle models comprising the 
involved ionisation states of Ti. 

1 Introduction 

In the tetrahedral crystal field of a lattice site in a ZnTe crystal the 3F term of the free Ti2+ 

(3d2) ion is split into 3Ti(F), ZT2(F) and 3A2(F) [ground state (GS)] levels. Similarly, from 
the 2D term of the free Ti3+ (3d1) ion 2T2(D) and 2E{D) (GS) levels emerge. 
So far, nothing has been published about Ti in ZnTe. There have been, however, several studies 
on Ti ions in other host crystals, such as GaP [1], ZnSe [2-5] and CdTe [5-8]. 
In all these crystals Ti was detected as the isoelectronic Ti2+ and also as the singly ionised 
donor Ti3+. In ZnSe, the (0,+) donor level of Ti was found at ECB -8500 cm"1 (1.05 eV) using 
PL excitation (PLE) [2,3] and photo-EPR [2], and at ECB - 6200 cm"1 (0.77 eV) by isothermal 
capacitance transient spectroscopy [4].   Using photoconductivity and absorption [5,6] and 
photo-EPR [7], the donor level of Ti in CdTe was determined at ECB - 7300... 8500 cm-1. 
According to the internal reference rule [9] the donor level of Ti in ZnTe should be expected 
at ECB - 12000cm-1 (assuming a valence band (VB) offset of 7300 cm-1 with respect to ZnSe) 
or ECB — 15000cm-1 (assuming a VB offset of 800 cm-1 with respect to CdTe). 
In this work, PLE and PL sensitisation spectra will be used to identify the PL emission bands 
of Ti2+ and Ti3+ and to obtain the donor level of Ti in ZnTe. 

2 Emission Spectra 

The setups for PL and PLE measurements are described elsewhere [10]. In the low-T PL spec- 
trum of a ZnTeTi crystal (Fig. 1), broad, featureless bands appear above 4000 cm-1 which 
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have been previously described [10] as well as the 5T2(D) —> 5E(D) emission of Fe2+ below 
2500 cm-1 [11]. The band around 3500 cm-1 is attributed to the 2T2(D) -> 2E{D) emission 
of Ti3+. At higher resolution (Fig. 2) it shows three ZPLs at 4103, 4013 and 3903 cm-1, each 
accompanied by a number of distinct phonon replicas in distances of 50 cm-1 (« TA(X)) and 
139 cm-1 (« LA(X) or LA(L)), and their sum energies. The weak lines at 4013 and 4103 cm-1 

probably originate in a disturbed environment of the Ti ion. This conclusion arises because 
these lines are stronger in crystals with a larger amount of macroscopic defects. 
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Figure 1: PL spectrum of a Ni- 
codoped ZnTe:Ti sample under 
band-to-band excitation. 
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Between 2500 and 3100 cm"1, the 3T2{F) -> 3Ti(F) transition of Ti2+ and the 2E(D) -> 2T2(L>) 
transition of Ni+ [10] occur with single ZPLs at 2855 and 3095 cm-1, respectively. Excitation 
with an energy of 9400 cm-1 (Fig. 2, dashed line) displays also the 3T2(F) -> 3Ti(F) band of 
Ni2+ [10], which is covered by the luminescence of Ti3+ at an excitation energy of 18900 cm-1. 
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T=4K 

3000 3500 
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Figure 2: Low-energy region of the 
spectrum presented in Fig. 1 under two 
different excitations. With lower exci- 
tation energy (dashed line), a superpo- 
sition of Ni and Ti luminescence is ob- 
served. Another band superimposing 
the Ti2+ luminescence near 3250 cm-1 

could arise from traces of Co2+ [12] 
found with EPR (Fig. 5). 

3    Zeeman Measurements 

Under the influence of a magnetic field, the ZPL of the 3T2{F) ->■ 3A2(F) luminescence of 
Ti2+ is split into three lines. The positions (2851, 2854 and 2857 cm-1 at B = 4 T) and 
intensities of these three lines are isotropic under rotation of the sample in the magnetic field. 
Since the 3A2(F) level is threefold spin-degenerate, this finding is an indication for the correct 
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identification of this luminescence. The ^-factor obtained by Zeeman measurements agrees 
well with that obtained by EPR. 

The ZPL of the luminescence of the Ti3+ ion at 3903 cm-1 yields several lines in the magnetic 
field, revealing a second ZPL at zero magnetic field at a distance of 2.3 cm-1 towards higher 
energies. Both lines split isotropically in the magnetic field. The doublet is assigned to the 
spin-orbit states T7 and T8 of 2T2. The lines at 4013 and 4103 cm-1 remain uninfluenced by 
the magnetic field, probably owing to a low symmetry of the corresponding center in the sense 
discussed above. A detailed discussion of the Zeeman effect including numerical calculations 
of the Zeeman terms of Ti3+ will be published separately [13]. 

4    Excitation Spectra 
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Figure 3: Excitation spectra of Ni2+, 
Ti2+ and Ti3+ in various ZnTe crys- 
tals, (a): Ti2+ (sample # 60HD), 
(b): Ti3+ (# 61HD), (c): Ti3+ + Ni2+ 
(# 60HD), (d): Ni2+ (# 58HD). De- 
tection ranges: (a): 2780-3330 cm-1, 
(b,c,d): 3330-3850 cm"1. Dotted 
lines mark the onsets of CT transitions 
and E0. 
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The excitation spectrum of Ti2+ (Fig. 3a) exhibits two characteristic internal bands (cf. ref. [2] 
for ZnSe:Ti) around 5000 and 9000 cm-1, corresponding to the 3Tj(F) <- 3A2(F) and 
3Ti(P) <- 3A2(F) transitions of the Ti2+ ion and a broad CT band starting at approximately 
10000 cm-1. In addition, we find a near-band-gap peak at 18500 cm-1. 
The excitation spectrum of the Ti3+ luminescence attains different shapes for different crystals. 
In solely Ti-doped crystals, it contains only a CT band with a low-energy onset at 11500 cm-1 

(Fig. 3b), similar to GaP [1]. In Ni co-doped crystals, it displays also a CT band starting 
at 7000 cm-1 (Fig. 3c). This excitation band does not arise from the luminescence of Ti3+ 

but from Ni2+, since the luminescence of Ti3+ is almost absent under excitation of 9400 cm-1 

(Fig. 2, dashed line). For comparison, Fig. 3d shows an excitation spectrum of the Ni2+ ion in 
a ZnTe crystal containing only Ni [10]. 

5    Sensitisation Spectra 

Sensitisation spectroscopy is a variation of excitation spectroscopy with two exciting light 
sources. One of them, the primary source, is modulated by a chopper and kept at a fixed 
wavelength. The secondary source is unmodulated and its wavelength is varied. Thus only the 
influence of the primary source is directly detected by the lock-in amplifier. The influence of 
the secondary source is detected only indirectly by its effect on the particular combination of 
primary excitation and the recorded emission. 
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Figure 4: Sensitisation spectra of Ti2+ 

and Ti3+ in ZnTe (crystal # 60HD). 
a,b: (solid lines) Ti3+, detection: 
3330-3850 cm-1, primary excitation: 
4250-5400 cm-1. c,d: (dashed lines) 
Ti2+, detection: 2780-3330 cm-1, pri- 
mary excitation: 5000-6250 cm-1. 

In the purely Ti-doped crystals no influence of auxiliary irradiation on the luminescence of the 
Ti ions was discernible. In the co-doped crystals, however, an enormous effect is observed. 
Figure 4 shows sensitisation spectra of the Ni co-doped crystal. The 3Ti(F) <- 3A2(F) tran- 
sition of Ti2+ (cf. Fig. 3a) was chosen for the primary excitation of the dashed curves (c,d). 
The detection range contains not only the luminescence of Ti2+, but also the luminescence of 
Ni+ (cf. Fig. 2). Since the excitation spectrum of Ni+ [10] does not display any band below 
10000 cm-1, it can be assumed that only the Ti2+ luminescence is excited by this primary 
excitation. 
The wavenumber ranges chosen for detection and primary excitation in the sensitisation of 
Ti3+ (Fig. 4a,b) correspond to the 2T2(D) <-> 2E(D) transitions of Ti3+ (cf. Fig. 3c). The bold 
curves (a,d) represent a measurement started directly after cooling the sample before treatment 
with light. The thin curves (b,c) were recorded directly after the respective bold traces, i. e. 
after some minutes of irradiation. The scan direction was from low to high wavenumbers. 
Without auxiliary irradiation, i. e. at the low-energy starting point of the bold curves, only the 
Ti3+ luminescence is observed. The small signal of curve (d) originates from the low-energy 
tail of the Ti3+ luminescence (Fig. 2). 
When the secondary irradiation crosses a threshold at 7000 cm-1, the situation changes dras- 
tically: The intensity of the Ti3+ luminescence decreases to one third of its original value; the 
Ti2+ luminescence increases in a complementary manner. The intensity scales of both spectra 
are approximately comparable. Thus the extent at which the Ti3+ luminescence decreases 
equals the amount of the increase of the Ti2+ luminescence. 
After the auxiliary irradiation is switched off, the PL signal of Ti2+ under continuous primary 
excitation decreases (non-exponentially) with time constants in the range of 1000 s to a level 
well above the initial state. Similarly, the luminescence of Ti3+ increases. The initial state is 
reached again only after warming up the sample to room temperature. 

6    EPR 

By EPR both donor charge states, Ti3+ (3d1) and Ti2+ (3d2), have been identified (Fig. 5). 
Further EPR spectra could be assigned to residual Co, Fe, and Mn contaminations. The 
positively charged donor state, exclusively observed in the thermal equilibrium at 4 K, shows 
a low-temperature isotropic EPR line at g - 1.9139 that has been analysed by Ham's theory 
of a dynamic Jahn-Teller effect (for more details see the analogy given for Ti3+ (3d1) in II-VI 
semiconductors [5,7]).   The EPR line at g = 1.9139 has been attributed to the transitions 
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between the 3A2{F) ground state components of the Ti2+ ions. The EPR line of the Ti2+ 

charge state has only been verified after irradiation with light at an energy above the Ge band 
edge (6000 cm-1). In both cases no deviation from the tetrahedral lattice symmetry was 
found. 
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Figure 5: EPR spectra of sample # 60HD. 
The upper curve was obtained in the dark; the 
lower curve under optical irradiation (tungsten- 
halogen lamp). 

Additional evidence for a correct assignment of the two spectra to Ti3+ and Ti2+ is given by 
the saturation behaviour of the respective EPR lines. This observation reflects the very short 
relaxation time because of a strong lattice coupling as expected for Ti3+ with a vibronic 2E 
ground state, in contrast to the expected longer relaxation time for the orbital singlet 3A2 

ground state of Ti2+. It should be noted that the CT behaviour measured by EPR fits very well 
the observations found by the sensitisation studies (Sec. 5). 

7    Conclusions 

[Ti'T If(d') 
2E(D) 

pfT 
*T.(F) 

Ti2*(d2) 

VMF) 

Figure 6: One-particle model of Ti ions in ZnTe 
crystals. The two-electron states of Ti2+ are dis- 
played roughly as combination of one-electron 
states t2 and e. The numbers indicate the tran- 
sition energies in cm-1. The donor transition (c) 
is not directly observed, as indicated by a dashed 
line. 

The sensitisation spectra in Fig. 4 show clearly that illumination above a threshold of 7000 cm-1 

induces a transition from the GS of Ti3+ to the GS of Ti2+, because the internally excited 
luminescence of Ti2+ increases while the equivalent luminescence of Ti3+ decreases in a com- 
plementary manner. The same behaviour is observed by EPR. It is not a priori necessary 
that this threshold represents a transition of the Ti ion. Especially an interaction with the Ni 
present in the crystal appears feasible. The CT threshold of Ni2+ + hv ->• Ni+ + e+B, which is 
also located at approximately 7000 cm-1 can be ruled out, since this transition generates holes 
as well. Thus we interpret this transition as Ti3+ + hv -t Ti2+ + e+B, denoted in Fig. 6 by an 
arrow labeled (a). Consequently, the donor level of Ti in ZnTe is located 7000 cm-1 (0.87 eV) 
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above the VB, i. e. approximately 12300 cm-1 (1.5 eV) below the conduction band (CB). The 
corresponding (0/+) donor transition [Fig. 6(c)] was not observed. 
This assignment is further justified considering the CT band in the excitation spectrum of 
Ti2+ (Fig. 3a) at 10000 cm-1. The intensity of this CT band decreases upon irradiation above 
7000 cm-1 (not shown) indicating that its initial state is the GS of Ti3+ whose population is 
decreasing. Taking the excited Ti2+ as its final state (since it occurs in the excitation spectrum 
of Ti2+), the band is identified with transition (b) in Fig. 6. 
The position of the Ti2+/Ti3+ donor level in ZnTe is in excellent agreement with that in ZnSe 
according to ref. [9].   The bands of CdTe, however, would have to be shifted upwards by 
approximately 2700 cm-1 in order to obtain good agreement. 
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Figure 7: Zero-phonon lines of inter- 
nal transitions of Ti (bold lines) and 
Ni (thin lines) ions in various ll-VI host 
crystals as a function of the band gap. 
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The observed internal transitions of Ti and Ni ions in ZnTe comply with a general trend in 
the II-VI compounds (Fig. 7). The energies of the internal transitions depend almost linearly 
on the band gap of the host material. A similar trend has been found for several 3d transition 
metals in II-VI compounds [10,14]. 
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Abstract 
Bistable DX centers in CdMnTe and CdMnTeSe crystals, associated with In and Ga 
impurities, have been studied with the use of the light-induced grating technique. Two 
bistable centers with different lattice relaxation energies have been detected in 
CdMnTeSe:ln crystals. Both of these centers have negative U character. Only one 
bistable center has been found in CdMnTe:Ga crystal. Its metastability temperature is 
higher than those for centers associated with In doping. 

I. Introduction 
Bistable centers in compound semiconductors have been a topic of extensive studies in 
the past. Several bistable centers have been identified in various semiconductors. The 
best known are the EL2 defect in GaAs and DX-centers in several A"'-Bv semiconductors 
[1]. The DX (or DX-like) centers have also been found in A"-BVI semiconducting 
compounds [2] as well as in unconventional semiconductors as in CdF2 [3], Indium and 
Gallium ions are well known to form bistable DX-like centers in A"-BVI semiconductors 
[3,4,5] and also in more ionic hosts as in CdF2 crystals [3]. Bistability is associated with 
electron trapping either at localized or delocalized - hydrogen like states. The 
wavefunction of the former is very compact, while of the latter diffuse, effective mass like. 
It is associated with the large lattice relaxation (LLR) effect, responsible for the existence 
of DX centers in A'"BV and very likely in A"BVI semiconductors. A phototransformation of 
the center from one state to another must lead to a large change of the local 
polarizability, and thus large changes of the local refractive index. The refractive index 
changes in the order of 10"4 are easily obtainable with the concentration of 
phototransformed centers about 1018 cm"3. [6] Therefore such centers can be efficiently 
used in writing volume holographic gratings and this is a reason for new interest in the 
bistable centers. 
Indium ions in Cd^M^Te^Sey crystals exhibit the photomemory effect which persists for 
very long time if samples are kept at liquid helium temperature [4]. This effect has been 
detected by SQUID measurements. Due to the formation of magnetic polarons (magnetic 
complexes of ionic spins of Mn2+ oriented within Bohr radii of localized carriers) during 
phototransformation of metastable centers from the deep, localized state to the shallow 
donor state, large changes of magnetization occur, which has been measured with the 
use of SQUID. The measurements also support the "negative-U" model of bistable In 
centers in the examined crystals, which assumes a two-electron state ground state of the 
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In metastable impurity. The same conclusion has been derived from the studies of 
transients of the carrier concentration upon illumination for the Cd^MnjTeiGa sample [5]. 
We have used light-induced (holographic) gratings as a spectroscopic tool for studying 

properties of metastable centers in these compounds. 

II. Experimental 
The Cd^MnJeiGa (x = 0.03) and Cd^MnJe^Se/ln (x = 0.1 and y = 0.08) crystals 
grown by the Bridgman method were used in our experiments. The room temperature 

concentration of free electrons was in the order of about 1016 cm3 and a few times 1016 

cm"3 in Cd1xMn,Te:Ga and in Cd^M^Te^Se^ln samples, respectively. The light- 

induced grating experiment was performed with the use of a Ti:sapphire c.w. ring laser 

(COHERENT model 899), pumped by an argon-ion (Innova 200) laser. The Ti:sapphire 
laser was tuned to 935 nm. This wavelength of near-bandgap energy coincides with the 

photoionization spectrum of localized centers in the crystals. The same wavelength was 
used for the grating detection. In order to minimize the grating erasure by the read beam 
its intensity was kept below 10% of the power of the write beams, which created the 
grating. The scattered beam was detected by a S1 type photomultiplier with the use of a 

lock-in. The decay kinetics were stored in SR 430 multichannel sealer. 
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III. Results and discussion 
The temperature dependence of the scattering efficiency of the light-induced gratings in 
the Cd^M^Te^ySe^ln crystal is presented in Fig. 1. The dependence has two maxima at 

temperatures T1 = 17 K and T2 

= 110 K. They are associated 
with two types of bistable 
centers with different thermal 
activation energy for electron 
emission from the metastable 
state. The scattering effi- 
ciency of the light-induced 

gratings in this material 
reaches 10%. That means 
that the local changes of 

refractive index are mainly 
responsible for creation of the 

light induced gratings [7]. The 
shape of the c.w. scattering 

efficiency dependence for 
each of the bistable centers is 
associated with mechanisms, 

which destroy the grating. At higher temperatures thermal recovery from the shallow to 
the deep state via the energy barrier which separates the states destroys the grating. At 

low temperatures the grating is being erased by the non-coherent residual stray light, 
which phototransforms the bistable centers in  all  illuminated   region.   Due to high 
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Figure 1. Temperature dependence of the light-induced grating 
c.w. scattering efficiency in CdMnTeSe:In crystal (open points) 
and the temperature dependence of the slope of the scattering 
efficiency as function of power of the write beams (full squares). 
The lines are the theoretical fits of the "negative U" model to the 
data. 
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photorefractive sensitivity of the material this process of grating erasure is very efficient at 
low temperatures. 
For small changes of the refractive index in the material the scattering efficiency is 
proportional to the square of the difference between refractive indices in peaks and in 
valleys of the grating [7]. The quantitative description of the process must include the 
solution of a rate equation, which gives the populations of the shallow delocalized state 
of the bistable centers in the peaks and in the valleys of the grating. In the most simplified 
form the concentration, ns, of the "negative U" centers (with two electrons in the ground 
state) in the shallow donor state, can be expressed by the relationship: 

Ans 2 
—— = -cn   +Io(N0 -ns) 
dt (!) 

where c is the kinetic parameter, / is the light intensity, o is the photoionization cross 
section of the deep state and N0   is the total concentration of the dopant ions. The 
temperature dependence of the kinetics parameter, c, is given by the following formula: 

c(T) = c0exp(-AE/kBV (2) 

where AE is the value of the energy barrier separating shallow and deep states and kB 

is the Boltzman constant. Thus the temperature dependence of the scattering efficiency is 
proportional to the square of the difference of steady-state (dns/dt = 0) solutions of the 
Eq. 1 for peaks and valleys of the grating. It is a result of the temperature dependence of 
the kinetics constant, c. The maximum of the scattering efficiency is obtained when the 
speed of thermal grating destruction is equal to the speed of erasure by scattered non- 
coherent light. The lines at Fig. 1 are the computer fits of theory described above to the 
experimental data. The value of energy barrier AE has been treated as an adjustable 
parameter. The best fits have been obtained for AEB1 = (12± 6) meV and for AEB2 = (195± 
40) meV for the bistable centers associated with the scattering efficiency maxima, which 
occur at T, = 17 K and T2 = 110 K, respectively. These values are in very good 
agreement with those obtained from the activation energy of higher temperature slopes 
of the scattering efficiency vs. temperature dependence (12 and 138 meV, respectively). 
The value of the energy barrier AEB2 also agrees very well with the activation energy for 
electron emission obtained from the DLTS measurements [4]. The temperature T2 = 110 
K, at which this peak occurs, is in good agreement with the onset of bistability observed 
in the temperature dependence of the electrical resistivity [8]. This is a proof that the 
signal with maximum at T2 is associated with the same bistable center which has been 
detected in the DLTS. The other bistable center, associated with the low temperature 
peak of the scattering efficiency vs. temperature dependence, has not been detected in 
the DLTS measurements. Thus the light-induced grating technique is complementary to 
DLTS measurements for detection of metastable centers in semiconductors. 
Another important consequence of the assumed form of the rate equation, describing the 
process of phototransformation from the ground localized to the shallow state of the 
metastable impurity, is the dependence of the scattering efficiency of the light-induced 
grating on the power of the write beams at fixed temperatures. In the case of linear rate 
equation (for "positive U" model of the bistable center) the scattering efficiency is 
proportional to the square of power of write beams, independent of temperature. The 
nonlinear rate equation (Eq. 1) results in different behavior. For the high temperature side 
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of the peak of the temperature dependence of scattering efficiency, the concentration of 
the shallow donors is expressed by the equation: 

n,-ff N0 

(3) 
In contrast to that, the equation which describes this concentration at the low temperature 
side of the peak of the temperature dependence of scattering efficiency, has the following 
form: 

cN0 
ns=N0\l 

lo (4) 

E    10 
3 

xi 
CO 

o c 
Q 
'5 

1   - 

o 
</> 

0.1 

rr 

Therefore, the light-induced grating signal, which is proportional (for small light intensi- 
ties) to the square of the difference of populations of shallow centers in peaks and in 
valleys of the photoinduced gratings should be proportional to the square of the power of 
the write beams at low temperatures. In contrast to that, at high temperatures it should be 
linearly dependent on the power of the write beams. Figure 2 presents the power de- 
pendence of the scattering efficiency for two temperatures. The power dependence on 

the high  temperature  side 
-y (T=149K)   of   the   second 

peak in the temperature de- 
pendence of the scattering 
efficiency is linear. The be- 
ginning part of the power 
dependence in the vicinity of 
the maximum of the scatter- 
ing efficiency is much 
steeper. At higher power, as 
expected, the saturation oc- 
curs at this temperature, that 
decreases the slope. The 
slopes of such dependen- 
cies for various tempera- 
tures are presented in Fig. 1 
(full squares). The same 
behavior as for this centers, 

is also observed for the other bistable center with maximum of scattering efficiency at 
temperature T^iyK. In the region between the maxima of the scattering efficiency the 
power dependencies for two centers affects each other and the results of such analysis 
are less meaningful. 
The decay kinetics of the light induced gratings after switching off the write beams have 
bimolecular, non-exponential form, expressed by the Eq. 5: 

»7(0-(-r—r) (5) 
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Figure 2. The power dependence of the scattering efficiency for 
two temperatures: 97 K and 149 K. 

Act + \) 
where A2 is an initial scattering efficiency at time t=0. The example of the decay kinetics is 
presented in Fig. 3. The decay kinetics are well described by the Eq. 5. This is another 
support for the validity of the assumed model of the phototransformation process. The 
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Figure 3. Light-induced grating decay kinetics of CdMnTeSe:In 
crystal at temperature T = 149 K 

temperature dependence of 
the kinetics constant c 
calculated from the light- 
induced grating decay 
kinetics should reveal the 
value of the energy barrier 
between the shallow and 
deep state of the examined 
bistable centers. 
The activation energies 
calculated from the decay 
kinetics are considerably 
smaller than those obtained 
form the scattering efficiency 
temperature dependence. 
This effect is caused by the 

partial erasure of the grating by the read beam, which have the same wavelength as the 
write beams and it is coincident with the photoionization spectrum of deep centers. When 
the write beams are switched off the read beam considerably contributes to the grating 
erasure, especially at low temperatures, when the process of thermal erasure is weak. 
Therefore, a decrease of the activation energy is observed. 
The studies of light-induced gratings in semiconductors have been motivated, besides of 
pure spectroscopic reasons, by the search for new materials for holographic recording. 
Semiconductors with bistable centers could be very good materials for application in 
holography since they are very sensitive and have high dynamic range of refractive 
index. Unfortunately low metastability temperature hinders their practical application. 
This also applies to CdMnTeSe:ln crystal. The metastability temperature of our crystal is 
relatively low (about 130-140 K). On the other hand it has been observed that in CdF2 

Ga dopant has higher metastability temperature than  Indium  [3, 9]. This effect is 
associated with larger 
energy barrier separating 
shallow and deep states for 
Ga ion than for Indium. This 
is associated with smaller 
ionic radius of Ga dopant as 
compared with Indium. 
Moreover, in the DLTS 
measurements two deep 
donor centers have been 
detected in the Cd^ 

xMnxTe:Ga, with activation 
energy for electron emission 
of about 240 meV and the 
about 500 meV, respectively 
[4].    Driven    by   this    we 

u c 
O 
Ö 
E 

IB 
U 

1.0 

0.8  - 

0.6 

0.4 

0.2 

0.0 

I        I        I        i        I 

CdMnTe:Ga 

•        • 
•           • 

• • 
• 

• 
• 

•                       • 

i 

80   100   120 140 160 180  200 220 
Temperature   (K) 

Figure 4. Temperature dependence of the scattering efficiency of 
light-induced grating in CdMnTe:Ga crystal 



1412 Defects in Semiconductors -1 CDS-19 

performed light-induced grating experiment also in Cd^M^TeiGa sample. The results of 
the experiment are presented in Fig. 4. 
Only one peak in the temperature dependence of the scattering efficiency has been 
observed. Its activation energy, calculated from the high temperature slope of the 
dependence, is equal to about 240 meV, which is in perfect agreement with the DLTS 
data for main metastable defect detected in the same crystal. At higher temperatures we 
were not able to detect any signal which could have been assigned to the second 
centers with higher activation energy for electron emission, as observed in the DLTS. 
This is probably a result of relatively low concentration or with much smaller lattice 
relaxation, associated with the photoionization of this center. 

IV. Conclusions 
The light-induced grating experiments, performed on Cd^MnJe^Se^ln crystals, show 
that behavior of both metastable centers detected in this crystal are in good agreement 
with the large lattice relaxation model which also assumes "negative U" character of 
these centers. The light-induced grating technique is complementary to the DLTS 
experiment, which allowed us to detect the second metastable centers in this crystal, not 
detected in the DLTS. On the other hand, only one metastable center was found in the 
Cd^MnJeiGa crystal. Although the metastability temperature of this center is higher than 
for In doped crystals, it is still much below room temperature, which is desired for 
application in holographic storage. 
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Abstract: In this paper we present the results of our investigation of deep level defects in 
bulk Ga doped Cdo 99Mn0.oiTe mixed crystal by Deep Level Transient Spectroscopy (DLTS) 
method. Schottky diodes were used for the investigations. In the material with higher donor 
concentration four electron traps have been found with activation energies obtained from 
Arrhenius plots equal to Ej2 = 0.24eV and ET3 = 0.36eV. Electric field enhanced electron 
emission from the levels El and E4 has been observed and described in terms of Frenkel- 
Poole mechanism. In the as-grown samples with lower concentration only one dominant 
level with energy activation Ex5= 0.63eV has been observed in DLTS measurements. The 
capture process of electrons from the trap E2 and E5 is thermally activated with a capture 
barrier of 0.20 eV and 0.21 eV, respectively. This yields the true energetic distance of the 
trap levels E2 and E5 from the bottom of conduction band as 0.04 eV and 0.42 eV, 
respectively. 

RESULTS 
Deep level transient spectroscopy, DLTS, is one of the widely used techniques to study 

defects in semiconductors. With the help of this method the most important parameters 
which characterise a deep level such as its thermal ionisation energy,  concentration of the 
deep centers and their capture cross sections may be easily obtained. 

Semiconducting compound CdMnTe is often used as a substrate for p-n junctions 
working as infrared photovoltaic detectors. So far several papers have reported on deep 
levels in CdMnTe [1-4]. In this paper we summarise the results of our deep level studies on 
1 % manganium content n-type Ga doped CdMnTe. Two types of samples were studied by 
us: type A of shallow donor concentration ND = (1-5 )xl016cm'3 and type B of lower 
concentration of ND of the order of 1015 cm'3 . The material comes from prof. W.Giriat from 
IVIC Venezuela. 

The Schottky contact was prepared by vacuum evaporation of gold 1mm2 layer on 
chemically cleaned surface of CdMnTe sample. Indium soldered served as an ohmic 
contact. 

For the samples A of higher donor concentration the DLTS signal temperature scans were 
taken within 80-420K temperature range. Temperature range for the samples of lower ND 

concentration was limited to 180-420K due to the strong carrier freezing out of electrons 
from a donor level. The DLTS measurements performed on our samples revealed the 
presence of several deep levels, marked by us from El to E5. Exemplary DLTS signal for 
both types of samples within 80K-300K is shown in Fig.l. 

In the case of the DLS-82E system at the temperature corresponding to DLTS signal peak 
following relation is valid [5] for thermal emission rate en from a trap : 

en=2.17f (1) 
where f is the lock-in frequency. 
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Fig. 1. Exemplary DLTS 
signal for both types of 
Cdo99MnooiTe : Ga 
samples : A type-solid 
line, B- type dashed line. 
The same measurement 
conditions. Filling pulse 
width 1 ms. 

On the other hand the electron emission rate ^ can be obtained from the detailed balance 
equation: 

e„ = a„v,hNc exp [ - ET /kT ] (2 ) 
where on is capture cross section for electrons, vu, is the thermal velocity of electrons, Nc is 
the effective density of states at the bottom of conduction band and ET is energy activation of 
the trap. The electron emission rate c obtained from DLTS data divided by temperature 
square T^ (in order to take into account the T^ dependence of Nj-v^jj product) plotted as a 
function of reciprocal temperature - which is the so called Arrhenius plot - provides the value 
of energy activation of the trap ET and its capture cross section on according to Eq.(2). 
Arrhenius plots corresponding to the DLTS signal peaks from Fig. 1 are shown in Fig.2. 
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Fig.2. Arrhenius plots 
corresponding to the traps 
E1-E5. The plots for the traps 
El and E4 are at high electric 
field 1.2xl05V/cm. 

From the Arrhenius plots we calculated ET and on by the least-squares method. The results 
are summarised in Table I. 
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Level Energy activation 
TeVl 

Capture cross section 
rcm2l 

E2 0.24 1 10"15 

E3 0.36 5.5 10"15 

E5 0.63 2.0 10"12 

Table 1 
Energy of activation 
and capture cross 
sections       obtained 
from Arrhenius plots 

ELECTRIC FIELD DEPENDENCE 
The DLTS measurements were taken for different values of reverse bias and depolarisation 

pulse heights. In that manner different values of electric field were realised. Detailed 
description of the isothermal differential DLTS (DDLTS) mode of operation of our DLS-82E 
system used for this study is given in [6 ]. ET and o„ in the Table 1 are given only for the 
traps for which there was no ( or very weak) influence of electric field on emission rate. 
Three of the traps: El, E3 and E4 have shown electric field enhanced emission rate. 
Arrhenius plots are given also for them yielding trap energies ETi = 0.13 eV and ET4= 0.4eV 
at the high electric field equal to 1.2xl05V/cm. 

Usually the influence of electric field on emission rate can be explained in the terms of 
Frenkel-Poole effect [7]. Brief explanation of this effect is following . Due to the electric field 
superimposed on a defect potential a lowering of effective emission barrier occurs. The 
thermionic electron emission from the trap is easier now but it is possible only if a defect 
center acquires a net charge upon carrier emission which means that the trap has to be donor- 
like ( neutral when occupied and positively charged when empty) in n-type material and 
acceptor like in p-type material. Emission rate in the presence of electric field of intensity F in 
the terms of the Frenkel-Pool effect is given by following equation: 

e„ = o„ vu, Nc exp [ - (ET0 - AEPF)/kT (3) 
where AEPF is the lowering of effective emission barrier and is equal to : 

AEPF=a(F)1/2 (4) 
and a: 

a = e (Ze/7r/8/so)1/2 (5) 
where e is electron charge , s is a semiconductor dielectric constant, eo is the free-space 
permittivity and Z is the charge state of the defect after electron emission. According to Eq. 
(3) to Eq.(5) the semilogarithmic plot of emission rate e„ versus square root of electric field 
divided by kT product should give a straight line of slope a. The theoretical value of a for 
the Cdo.99Mno.oiTe material should be equal to 2.2xlO"4((eV)2cm/V)1/2. In Fig. 3 to Fig.5 
the lne„ = f(F/(kT))1/2 for the traps El, E3 and E4 are shown for several temperatures. From 
the figures one can see that the slope of the lines for each of the traps is temperature 
independent. However only in the case of the trap E4 the experimental value is close to the 
theoretical one: 04 = (3-3.5)xlO"4((eV)2cmA^)"2. Energy activation extrapolated to zero- 
electric field intensity is therefore according to Eq.(3) to Eq.(5) ET4o-(°-51 ± 0.01) eV. 

For the trap E3, 0C3 is around lxl0"4 ((eV)2cm/V)1/2 which is twice less than the theoretical 
value. Too low 0C3 for the trap E3 can be attributed to higher localisation of impurity potential 
for this trap. Due to the weak electric field dependence of emission rate we assume the trap 
E3 activation energy to be constant and put the data together with corresponding capture 
cross section into Table I. 
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3,2x10" 3,6x10" 4,0x10" 4,4x10" 4,8x10" 5,2x10" 
sqrt(F)/kT 

Fig. 3. Emission rate as a 
function of electric field for the 
trap El at several temperatures. 
Solid lines were calculated by the 
least-squares method . Slopes of 
the lines: cti = (4 - 5) x 10"4 

((eV)2cm/V)1/2. 

1,6x10"       1,8x10"       2,0x10" 
sqrt(F)/kT 

2,2x10" 

Fig.4. Emission rate as a function 
of electric field for the trap E3 at 
several temperatures. Solid lines 
were calculated by the least-squares 
method . Slopes of the lines 
ct3=(0.8-1.5)x 10"4 ((eV)2cm/V)1/2. 

Too high value of ai = (4-5)xl0~4 ((eV)2cm/V)1/2 can be explained either by contribution of 
phonons in emission process or by multiply charged defect center resulting according to Eq. 
(5) in higher value of a. Energy activation extrapolated to zero-electric field intensity is 
therefore according to Eq.(3) to Eq.(5) ETio=(028 + 0.02) eV. 

CAPTURE CROSS SECTION 
The DLTS measurements were taken also for different time duration of filling pulses. In 

that way different level of filling of the traps was realised. No influence of the trap filling 
degree on electron emission from the trap has been observed because the value of energy 
activation determined at different time width of filling pulse remained constant. We could 
assume therefore that we deal with point defects. However for the traps E2 and E5 strong 
temperature dependence of capture cross section has been observed. 

In order to study the capture cross section for the levels E2 and E5 we applied the method 
proposed by Lang [8]. From the experimental data one gets the DLTS peak height versus 
filling pulse time ,A(tp), dependence. Usually in the case of point defects the amplitude of 
DLTS peak height is exponential function of filling pulse duration tp. However we observed 
also nonexponantial contribution in A(tp) dependence. According to Pons[9] this 
nonexponential contribution comes from the capture in Debay tail and the total A(tp) is the 
sum of both terms: 
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Fig. 5. Emission rate as a function of 
electric field for the trap E4 at several 
temperatures. Solid lines were 
calculated by the least-squares 
method.  Slopes of the lines: ou =@- 

J       3.5)xl(r((eVrcm/V) 1/2 

A(tp) = C1(l-exp(tp/tc)) + C2ln(tp/C3) (6) 

where Ci, C2, C3 and tc are fitting parameters . The inverse of tc: 
1/^= c„= nvu,a„ (7) 

where d is a capture probability and tc is the time interval for a trap to capture a carrier, n is 
the electrons concentration, equal to the net donor concentration ND . Fitting Eq. (6) to the 
experimental data we determined the value of capture cross section at the temperature 
corresponding to the DLTS peak. Repeating this procedure for different lock-in frequencies , 
which means different temperature of DLTS peak, the temperature dependence of capture 
cross section was achieved. We have used such procedure for the levels E5 and E2. With 
the help of equation (7) we calculated capture cross section an at given temperature. 
Resulting capture cross sections as a function of inverse temperature are plotted in Fig. 6 and 
Fig. 7. For both traps capture cross section is exponentially decreasing function of 1/T and 

obeys relation: 
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G„ =Gasexp(-EB/kT) (8) 
where a„ is the high- temperature cross 
section and EB is the thermal energy barrier 
for capture of electrons. The solid lines in 
Fig.6 and Fig.7 present the best theoretical 
fitting of Eq. (8) to the experimental data. 
The values of EB yielded with the help of 
the fitting procedure were equal to 
0.20eV for E2 and 0.21eV for E5. 

Such a temperature dependent capture 
cross section may be the evidence that 
there is strong electron-phonon coupling 

Fig.6 Capture cross section of the trap E2 for me states E2 and E5. In that case the 
vs inverse temperature. The solid line energy acuvation £B is understood as an 
represents the best fitting^ of^Eq. (8) to energenc barrier for the carriers to be 
experimental data; 0«,= 6e"14cm2. captured at the trap level. 
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Taking into account the height of barrier energy 
for capture EB = 0.20 eV for E2 and 0.21eV for 
E5 we obtain the true energetic distance of the 
trap levels E2 and E5 from the bottom of 
conduction band as 0.04 eV and 0.42 eV, 
respectively. 

Presence of defect centers with such energetic 
barrier for carrier capture is well known in III-V 
compounds [10]. The shallow-deep metastability 
of these defects is explained in the terms of the 
so-called large relaxation model (LLR). 
Energetic barriers of the type were also observed 
in CdTe [11] and related CdZnTe[12] and 
CdMnTe[l-4] compounds. In indium doped 

CdTe [ 11] the level labelled as ET2a of energy 
0.34 eV with energy barrier for capture equal to 
0.28eV results in true distance of the level from 
In [3,4] the level of energy 0.25eV with thermal 

energy barrier for capture equal 0.1 leV was found in gallium doped Cdo.97Mno.03Te. These 
data are close to the data obtained by us for the level E2. As for the level E5 its activation 
energy is also close to the value observed in [3,4]. As regards the levels El and E4 it is 
difficult to compare them with the data given in [11] as those were from Arrhenius plots and 
the influence of electric field was not analysed. The level E3 of energy activation 0.36eV, 
almost electric field independent is also impossible to compare with other data [11] as its 
capture cross section is different from the one given for candidates to do so ( cf. levels EB2 
andEB3 in [11]). 

40      42 
1/kT [1/eV] 

Fig. 7 Capture cross section of the trap 
E5 vs inverse temperature. The solid line 
represents the experimental data fitting 
to equation (8); o«, = 1.5e"12cm2. 

the bottom of conduction band as 0.06eV. 
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Abstract. Positron lifetime and Doppler-broadening measurements have been performed on the 
wide-bandgap compound semiconductors ZnO, ZnS, ZnSe, and ZnTe to investigate the basic 
properties of intrinsic and radiation induced defects. The samples were irradiated either with 3 MeV 
protons at 223 K to a fluence of 1.2xl018 p/cm2 or 1 MeV electrons at 4 K to a fluence of lxlO18 

e/cm2. The isochronal annealing was done in an Ar atmosphere. It was found that both electron and 
proton irradiation caused significant changes in the positron annihilation characteristics and several 
annealing stages were observed, related to the annealing of variously sized vacancy complexes. 

Introduction 

ZnO, ZnS, ZnSe and ZnTe are wide band gap, II-VI compound semiconductors and, therefore, of 
prime interest for opto-electronic applications in the visible spectrum. The knowledge of the defect 
structure is not only of fundamental but also of technological interest because native defects appear 
to control the optical and electrical properties. A frequently used method to investigate the intrinsic 
defect structure in materials is the irradiation with energetic particles such as electrons or protons 
and to study the annealing behaviour of the induced defects. Electron irradiation mainly introduces 
isolated Frenkel-pairs, proton irradiation, on the other hand creates essentially isolated defects of 
monovacancy-type and collisions cascades which might produce bigger defect complexes. Most of 
the isolated defects are not stable at room temperature and rearrange. Before these defects 
recombine they can be trapped by other defects and might form more stable configurations. 
However, the interpretation of experimental results is complicated by the fact that in compound 
semiconductors native defects may exist in both sublattices and in different charge states. Magnetic 
resonance studies [1-7] have given some basic understanding of intrinsic point defects in II-VI 
compounds. The positron annihilation technique has shown to be able to give additional information 
on open volume defects and their interactions in semiconductors. 

Experimental Details 

The ZnO samples used in the present study are as-grown single crystals (ZnO-SX). The ZnS-CVD 
samples are polycrystals grown by chemical vapour deposition (CVD), supplied from II-VI Inc., 
Saxonburg. The samples ZnS-SX, ZnSe-SX and ZnTe-SX obtained from CrysTec, Berlin, are single 
crystals (SX) grown by the Markov vapour phase transport method. For investigations of irradiation 
induced defects a pair of the respective samples were irradiated either with 3 MeV protons at 223 K 
to a fluence of 1.2xl018 p/cm2 or with 1 MeV electrons at 4 K to a fluence of lxlO18 e/cm2. The 
positron lifetime and Doppler-broadening measurements were performed at room temperature. A 
conventional fast-fast coincidence system having a time resolution of 192 ps full width at half 
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maximum (FWHM) was used for positron-lifetime measurements. As positron source, 30 |j.Ci of 
22NaCl was enclosed in a 1.35 mg/cm Al foil and then sandwiched by two samples. To guarantee 
good statistics in the numerical analyses at least 5 xlO6 counts were collected for each lifetime 
spectrum. Up to three spectra were measured per data point. The numerical analyses of the spectra 
were performed using the computer program PFPOSFIT [8]. Details of the analysis procedure and 
the physical background can be found in [9]. The Doppler-broadening of the 511 keV annihilation 
line was measured using an intrinsic Ge detector with a resolution (FWHM) of 1.18 keV at 497 
keV. During the measurement the annihilation peak was digitally stabilised. Each measurement, 
with a total area of about 2 x 10s counts, was repeated at least 5 times. To characterise the spectra, 
the usual S-parameter, the ratio of the counts in the central portion and the total counts of the 
spectrum, were used. 

Results and Discussion 

In Table 1 the positron lifetimes and intensities together with the values of the Doppler-broadening 
line shape parameter, S, for the respective samples in the as-received state and after proton or 
electron irradiation are shown. Also shown are the mean lifetime, Tm, and the bulk lifetime, xb, as 
calculated by the positron two-state-trapping model [10]. The bulk lifetime represents the 
annihilations from the "perfect" crystal and hence is very important as a material constant. 

Tab.l: Observed positron lifetimes, intensities, and S-parameter values, together with 
calculated values for Tm and xb (± 2 ps) before and after irradiation with 1 MeV electrons or 
3 MeV protons. Typical uncertainties in the short lifetime are + 2 ps, in the second lifetime 
±10 ps and in the intensities ±5%. The error in the S-parameter is ± 0.0004. 

Sample Treatment Ti [ps] Ii [%] T2 [ps] h [%] tm [ps] xb [ps] S 

ZnO-SX as-res. 160 66 253 34 192 183 0.4260 
ann. 180 100 - - 180 180 0.4201 
p-irr. 168 53 317 47 238 216 0.4338 

ZnS-SX as-res. 219 94 304 6 224 223 0.4785 
e-irr. 154 18 250 82 233 225 0.4811 

after ann. 221 100 - - 221 221 0.4781 
ZnSe-SX as-res. 233 100 - - 234 234 0.4899 

p-irr. 183 22 308 78 268 281 0.5012 
e-irr. 156 18 272 82 251 239 0.4929 

ZnTe-SX as-res. 254 100 - 254 254 0.5078 
p-irr. 181 20 336 80 305 287 0.5234 
e-irr. 214 46 306 54 264 255 0.5091 

ZnS-CVD as-res. 178 38 305 62 257 240 0.4854 
p-irr. 175 32 297 68 258 243 0.4869 

after ann. 224 100 - - 224 224 0.4772 

In the following the results of the respective samples will be discussed. 
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ZnO-SX 

In comparison to earlier investigations [11-15] the observed mean lifetime, Tm= 192 ps, is rather 
high. Moreover, the second lifetime component, %<j = 253 ps with an intensity of 34 % (see Tab.l), 
which has to be attributed to annihilations from a defect state, are indications that the our single 
crystal was not defect free. After annealing at a temperature of 1150 °C for 2 hours followed by a 
cooling down in 100 hours to room temperature we obtained only one lifetime component, with a 
value of T =180 ps, indicating that no positron sensitive defects exist any more. 
Irradiation with protons causes a large increase of the mean lifetime, Tm, from 180 ps to 236 ps, 
showing that positrons annihilate in vacancy type defects introduced by the irradiation. A two term 
fit gives an additional lifetime component of 317 ps. The ratio of the defect lifetime component and 
the bulk lifetime, xd\tb, can be used to characterise the defect. For divacancies this ratio shoulde be 
around 1.4 - 1.5 [16]. In our case, this ratio amounts to 1.76, indicating that this defect component 
is a superposition of at least two components, one stemming from divacancies and the other from 
even larger complexes. A more detailed analysis reveals indeed two defect components, one with 
(261 + 10) ps and (54 ± 7) % and the other with (440 ± 70) ps and (10 ± 5) %. The first one has to 
be attributed to divacancies and the second one comes from larger three-dimensional vacancy 
cluster. 
The dependence of the mean lifetime and the S-parameter as a function of isochronal annealing are 
shown in Figs.l and 2. We observe 3 annealing stages, one at around 200 °C, the second at 500 °C 
and the third one at around 850 °C. After annealing at 1250 °C the mean lifetime as well as the S- 
parameter reaches the well annealed value before irradiation, indicating that all defects have 
annealed out. A more detailed analysis of this annealing will be published elsewhere. 
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The positron lifetimes and intensities before electron irradiation show that the sample was nearly 
defect free (see Table 1). The calculated bulk lifetime has a value of tb = 223 ps, in good agreement 
with the theoretical predicted values of (219 ± 2) ps [17, 18]. The increased mean lifetime after 
irradiation gives clear evidence for positron trapping at vacancy-type defects. Detailed analysis [19] 
revealed a defect lifetime of Td = 250 ps. The calculated bulk lifetime after irradiation (xb=225 ps) 
proves that the trapping model is applicable. Hence, the trapping rate, which is proportional to the 
defect concentration, can be calculated, K=I2/IiQvb-fa). According to [20] a trapping rate of =1 ns"1 

corresponds to a concentration of 1017 cm"3 neutral defects. Therefore, we can estimate that 
irradiation with 1 MeV electron to a fluence of lxlO18 e/cm2 introduce about 2xl017 defects per 
cm . The mean lifetime is nearly constant during annealing up to (see Fig.l). Detailed analysis 
reveal that the defect lifetime is still observable at 250 °C. Since Frenkel-pairs which are the main 
defects introduced by electron irradiation should have annealed at this temperature [7, 21], we 
attribute these defects to monovacancies which are stabilized in small complexes such as vacancy- 
impurity pairs. 
At 250 °C, both, the mean lifetime and the S-parameter increases (Fig.l and Fig.2), indicating the 
agglomeration of the defects to divacancies, with a lifetime of 295 ps [19]. These defects are not 
stable at temperatures above 500 °C. 
In Fig. 1 also the mean lifetime of a polycrystalline ZnS-CVD sample, irradiated with protons as a 
function of isochronal annealing is shown. Due to the high concentration of grown in defects with a 
lifetime of 305 ps, proton irradiation does not change the defect distribution in a significant manner. 
Isochronal annealing of the irradiated ZnS-CVD in an argon atmosphere up to 900 °C improves the 
properties of the samples in two annealing stages between 450-500 °C and 800-900 °C nearly to the 
single crystal quality. More details are given in [19]. 

ZnSe-SX 

For the as-grown single crystal the analysis of the lifetime spectra reveal only one lifetime 
component, indicating that no positron sensitive defects exists. The observed lifetime xb = 234 ps is, 
therefore, the bulk lifetime. Theoretical work using the local-density approximation (LDA) predicts 
a positron bulk lifetimes of xb = 233 ps [17, 18] in excellent agreement with our experimental value. 
The recently published value of 240 ps [22] and 255 ps [23] seems rather too high. 
After irradiation with 3 MeV protons a discoloration from yellow to brown was observable. This 
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might be due to vacancies in the anion lattice, the well known F-centre, introduced by irradiation 
with protons [1]. The irradiation also causes a strong increase in the mean lifetime from 236 ps to 
286 ps, indicating that additional vacancy type defects has been introduced. The analysis reveals two 
lifetime components with Ti = 183 ps (22 %) and T2 = 308 ps (78 %). In this sample, we again 
observe complete positron trapping after proton irradiation. The shorter lifetime component must, 
therefore, be a composition of a defect component and the bulk component. From the theoretically 
predicted values for the monovacancies, xd = 245 ps (VZn) and Td = 252 ps (VSe ) [17, 18] it is clear 
that this lifetime can't be separated in the analysis procedure, since it is too close to the bulk value. 
The second lifetime component comes from divicancies (Ta/Xb ~ 1-3). Again, the measured lifetime 
of id = 308 ps agrees very well with the theoretical value for nearest-neighbour divacancies ,VznVse, 
of 310 ps [17, 18]. 
After irradiation with electrons we observe a defect component with 272 ps. In the sight of the 
theoretical calculations the induced defect might be a monovacancy or a small complex containing 
a vacancy. The trapping model gives for the concentration of these defects =3xl017 per cm3. 

ZnTe-SX 

From the results of the lifetime measurements (see Tab.l) it can be seen that the as grown ZnTe-SX 
was defect free. The obtained bulk lifetime, Tb = 254 ps, is in good agreement with theoretical 
calculations [17, 18] and significantly shorter than that obtained by de la Cruz et dl. [15]. 
Irradiation with 3 MeV protons introduces defects as can be seen in the increased mean lifetime 
from Tm = 254 ps to Tm = 305 ps. Detailed analysis in [24] reveals a defect related lifetime of Td = 
336 ps (see Tab.l). From the lifetime ratio Td/Tb=1.3 we identify this defect in accordance with 
theoretical calculations [17, 18] as divacancies, most probably VZnVTe. The short positron lifetime 
component might again be a composition of a defect component with the bulk component, which 
can not be separated. 
The behaviour of the mean lifetime, Tm, and the S-parameter during isochronal annealing up to 750 
°C is also shown in Figs. 1 and 2. As one can see the mean lifetime is essentially constant up to a 
temperature of 150 °C. A detailed analysis of the spectra [24] reveals that the second lifetime 
component, starts steadily to increase at a temperature of 200 °C and reaches the maximal value of 
about 409 ps at 500°C, indicating some defect agglomeration. At about 500 °C a distinct annealing 
stage in the mean lifetime as well the S-parameter can be observed. At a temperature of 650 °C the 
mean lifetime of the as-grown state is reached and no second lifetime component could be 
separated, showing that all irradiation induced defects are now annealed out. 
As expected, the situation after 1 MeV electron irradiation to a fluence of lxlO18 e/cm2 is quite 
different. After irradiation an additional lifetime component with 306 ps is observable. A 
comparison with the calculated vacancy lifetimes, Vzn (261 ps) and VTe(291 ps) [17, 18], suggest to 
ascribe this lifetime to annihilations in Te vacancies, in agreement that isolated Zn vacancies do not 
exist [7], or complexes containing vacancies. The trapping model is applicable and yields a defect 
concentration of about 8 x 1016 cm"3. Low temperature measurements are planed to study the 
respective charge states of the defects. 
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Abstract 
High quantum efficiency, UV-enhanced monocrystalline zinc sulphide optical sensors for precise 
radiometric and spectroscopic measurements have been developed by spray deposition of heavy fluorine- 
doped tin oxide thin films with carrier concentration near 1021 cm"' onto the surface of zinc sulphide 
monocrystals as an alternative to the UV-enhanced silicon photodetectors as well as to new detectors based 
on SiC and GaN. The fabricated sensors have an unbiased internal quantum efficiency that was nearly 100% 
from 250 to 320 nm, and the typical sensitivity at 290 nm is 0.15 A/W. The sensors were insensitive to solar 
radiation in earth's conditions and can be used as solar blind photodetectors for precision UV-measurements 
under direct solar illumination, both terrestrial and space applications. 

Introduction 
Traditionally, the photomultiplier tubes and the silicon photodiodes with shallow p-n junction have 
been applied to registration and measurements of ultraviolet (UV) radiation. Disadvantages of 
silicon UV-enhanced photodiodes include the facts that silicon has indirect bandgap of 1.12 eV and 
peak sensitivity is around 700-900 nm, so that external filtering is needed to block out the visible 
and infrared radiation. This adding both to the expense and volume of the detector assembly [1]. 
The large-band gap materials, such as silicon carbide (SiC) and gallium nitride (GaN) are more 
perspective for applications where it is desirable to detect UV in an infra-red (IR) background. 
Several aerospace, medical, biological, spectroscopic, astronomy and radiometry measurement 
applications require optical semiconductor sensors with high ultra-violet (UV) sensitivity, 
insensitive to direct solar radiation, for wavelengths higher than 350 nm and long term stability. 
These are the so-called solar blind photodetectors. Monocrystalline [2] or thin-film photodiodes [3] 
developed based on an indirect bandgap SiC material are not really solar blind sensors due to their 
some sensitivity to solar irradiation. Compared to SiC, another wide band semiconductor candidate, 
GaN presents direct gap materials with the cut-off wavelength near 360 nm [4], However, UV 
detectors based on these perspective semiconductor materials are in their infancy and a significant 
progress in device fabrications can be expected over the next few years [5]. 
The zinc sulphide (ZnS) with the direct bandgap of 3.6 eV is also a perspective candidate for 
fabrication of the solar blind detectors. However, ZnS presents an ionic compound and a doping 
problem causes difficulties in the formation of p-n junction-based devices. Other methods for 
devices fabrication such as, for example, formation of the Schottky barrier by deposition of 
semitransparent metallic films on ZnS surface, were also used [6]. However, a strong absorption in 
the metallic electrode limits the detector's quantum efficiency. This limitation can be overcome by 
using transparent and conductive metal oxide films. So, a low resistive tin-doped indium oxide 
films (ITO) were applied to fabricate UV photodetectors based on gallium phosphide (GaP) [7] and 
GaN [8]. Since the ITO films have a significant UV absorption, the quantum efficiency at 
wavelengths less than 300 nm was highly reduced. 
Among all known transparent conductive metal oxide films, the heavy fluorine-doped tin oxide 
films (FTO) have the highest bandgap value (~ 4.4 eV at carrier concentrations of 4.6xl020cm"3 [9]) 
and are the more suitable for applications in UV-enhanced surface-barrier photodetectors. In the 
present paper we report an improved version of the surface-barrier ZnS optical sensors, which 
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presents an enhanced UV-sensitivity using a transparent electrode based on a heavy doped FTO film 
deposited by spray pyrolysis technique. 

Spray deposition process and device's fabrication. 
FTO films have been deposited at 450 °C on heated substrates by spray technique [10], at 
atmospheric pressure, under air conditions. A schematic diagram of the spray pyrolysis system used 
to deposit the metal oxide thin films is shown in Figure 1. 

compressed air solution 

I V lL    /-"'" 
A 5 I  

.*        4 

Fig. 1 -Spray equipment used to prepare the metal oxide 
films studied in this work 

The substrate (1) is placed onto a heater (2) with a temperature screen (3). The temperature is 
controlled by a temperature controller (4) connected to a thermocouple (5) which is inserted into a 
small hole, in the surface of the heater. Prior to the deposition, the heater temperature was 
maintained to within ±1 °C, at temperature of 430 "C. All depositions have been carried out using 
compressed air as the carrier gas for spraying the solution onto the surface of the substrate by means 
of a special designed glass atomiser (6), typically at a pressure of about 0.5 kgf cm '2. 
The solution was prepared based on SnCl4 5H20 precursor, to deposit the FTO films. The precursor 
have been dissolved to concentrations of 0.6 M in alcohol. Adding in the solution HF or NH4F was 
used to dope the films. The deposition rate was near 100 nm/min. The films deposited on glass and 
sapphire substrates were used for structural, electrical and optical characterisation of the films. 
The device's design was similarly to ITO/ZnS heterostructures described elsewhere [8]. N-type ZnS 
monocrystalline wafers, with carrier concentration of 1015 -I0lfl cnr were used to produce the 
detectors. The photo-active area of the detectors produced were in the range from 10 to 100 mm2. 

Measurement tools for films and device characterisations. 
The film's thickness was measured by a Sloan Dektak IIA profilometer and their crystalline 
structure was determined by X-ray diffraction measurements using a Siemens diffractometer 
equipped with a Cu rotating anode. The Van der Pauw's technique was employed to measure the 
electrical resistivity and Hall coefficient of the films, under vacuum conditions, using a cryostat 
specially designed (HL5500PC - Biorad Microscience). The optical specular transmittance and 
reflectance spectra, in the wavelength range from 0.3-2.5 |im, were obtained using a Shimadzu 
double-beam UV-VIS-NIR scanning spectrophotometer. The transmittance of the thin FTO films 
(100 nm) in UV region as well as the devices sensitivity were measured in low light scattering 
conditions by means of a double-monochromator DMR-4 equipped with a deuterium lamp as light 
source. The electrical parameters of devices were measured with an electrometer VK2-16 and a 
capacity bridge, by standard techniques [11]. 

Results and discussion. 
The growth mechanism of the FTO films deposited by spray pyrolysis depends on many 
technological parameters such as the size of droplets, the type of chemical precursors, the substrate 
temperature, the solution spray rate and the distance between the atomiser and the substrate [10]. 
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The structure of all FTO films are polycrystalline and present a single phase. Their structure 
depends on the fluorine contain used in the gas phase during the deposition process. The X-ray data 
(Figure 2) of as-deposited heavy doped FTO (40 at.% F in solution) films on glass substrates with 
thicknesses near 0.4 u,m show a strong preferred grain orientation in (200) direction. 
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Fig. 2 -X-Ray diffraction spectra of as-deposited on glass substrate the FTO films. 

The mean size of the columnar grains was determined from the full width at half maximum 
(FWHM) of the X-ray peak using the classical Debye-Scherrer formula, leading to values between 
40 nm and 50 nm. 
The F/Sn ratio in the solution of 40 at.% was optimal for the deposition of the FTO films with 
excellent electrical parameters. So, at this condition we fabricated films with carrier concentration 
and mobility of 1021 cm"3 and 20 cm2 /V-s, respectively. The optimised films present a sheet 
resistance of 10 Q/sq. This behaviour is explained by the way how the F atoms substitute the anion 
oxygen in the crystalline lattice, do not giving place to the formation of the scattering centres, as it 
happens with the Sn-doped I112O3 films. 
The specular transmission (measured with respect to air) in the wavelength ranges from 0.3 u,m to 
2.5 |0.m of the as-deposited optimised FTO films is shown in Figure 3 in comparison with the low 
resistive (5.5 Q/sq.) ITO films. The value of the optical energy gap in ITO and FTO films depends 
on the carrier concentration, as it is shown in Figure 4. 

500 1000 2000 2500 1500 

Wavelength (nm) 

Fig. 3 -The specular transmission in the wavelength ranges from 0.3 |im to 2.5 ujn of the as- 
deposited FTO and ITO films with sheet resistance 5.5 and 10 Q/sq. and thicknesses of 0.4 ujn. 
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The data show that the films with carrier concentration's near 102' cm"3 are more suitable as 
electrode in UV surface-barrier devices than ITO films. In order to decrease the optical losses in the 
UV region, the thickness of the FTO films used was less than 100 nm. 

0.2 0.4 0.6 0.8 

Carrier Concentration (N2'3,10'4 cm-2) 

Fig. 4 -Optical energy gap vs. carrier concentration in ITO and FTO spray deposited films. 

The rectification coefficient of the FTO/ZnS sensors at applied voltages of 1.5 is near 105. The 
exponentially dependence of the dark current at a fixed small bias voltage on the temperature 
suggests the presence of a temperature activated carrier transport mechanism, such as multistep 
tunnelling through the potential barrier [12], similar to what is obtained in the ITO/ZnS 
photodiodes, as referred elsewhere [8]. At high forward bias, the Schotky model based on the 
thermoionic emission of carriers through the potential barrier is valid to explain the current-voltage 
characteristics. The level of the leakage current detected at reverse bias depends on the quality of the 
substrates used. 
For devices working at zero bias voltage, the shunt resistance (Rsh) which determines the noise 
equivalent power (NEP) was determined at ±10 mV bias voltage. The values recorded for Rsh and 
NEP in the best detectors with an area of 1 cm2 are 107 Q. and 10-12 W/Hz"2, respectively. 
Figure 5 shows the spectral response of the FTO-ZnO photodetectors as well as the one of a 
ITO/ZnS photodiode developed elsewhere [8], for comparison purpose. In contrast to ITO-ZnS, the 
maximum spectral sensitivity of detector produced in this work is shifted from 330 to 290 nm, due 
to the widen of the optical energy bandgap of the FTO layer, when compared to the ITO layer. 

0.16 

o.oo 
260 280 300 320 

Wavelength (nm) 
340 

Fig. 5. -The spectral response of the FTO/ZnS and the ITO/ZnS optical sensors. 
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In Fig. 6 we present the dependence of the photocurrent on the light intensity used, for the detector 
developed. The data show a linear dependence in the range from 10"8 to 10" W. 

Light Power (W) 
Fig. 6. -The dependence of photocurrent on light power for FTO/ZnS sensors. 

Taking now into account the value of the measured refractive coefficient and the transmittance of 
the FTO electrode (Fig. 4), we estimate an internal quantum efficiency of about 100%, in the UV 
range for FTO-ZnS sensors. Hence, the recombination losses of the photogenerated carriers in the 
depletion region are negligible. For an ideal solar blind photodetector the value of the photocurrent 
under solar illumination is zero. The utilisation coefficient (k„) of solar radiation serves as the figure 
of merit to compare different solar blind photodetectors [8]. This coefficient can be determined for a 
detector with a known spectral sensitivity (S\ ) as being the ratio between the device's effective 
radiation flow (<£><#) and the full solar radiation flow (O ), according to equation (1): 

O 
]EXSXJX 

^u —~ 
eff      0 

o 
\E-xclX 

(1) 

where E\is the spectral distribution of the solar irradiation. Using as Ex the solar spectrum in AMI 
conditions [13] and the measured S\ data (Fig. 5), the calculated value of k„ was estimated as 0.1%. 
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Fig. 7 -The calculated spectral values of the (Ex x Sx) in formula (1) for FTO/ZnS (a), SiC (b) [2], 
cc-SiC:H/a-Si:H (c) [3], and GaN (d) [4] UV photodetectors. 
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In Figure 7 we compare the spectral values of the in formula (1) calculated for the detector 
developed in this work with the values recorded in SiC [2,3] and GaN [4] photodetectors. As the 
integral of the (Ex x S\) product in formula (1) directly determines ku„ we conclude that the 
photodetectors developed in this work are more suitable for UV measurements with solar 
background than the ones based on the conventional SiC or GaN photodetectors. 

Conclusions 
A new type of UV enhanced optical sensor with a high UV quantum efficiency, linearity within a 
broad range of light intensity and insensitivity to direct solar radiation in terrestrial conditions has 
been fabricated and tested. Such detectors are of great interest for aerospace, medical, biological, 
spectroscopic, astronomy and radiometric measurement applications, since present a sensitivity to 
the UV light higher than the available devices. 
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Abstract. Contraction of CdF2 crystals during phototransformation of In bistable centres has been 
measured with use of scanning tunnelling microscope. The observed change of the lattice constant (- 
1.8x10"*) is metastable at liquid helium temperature. This result confirms that the large lattice 
relaxation is responsible for the metastability of In dopant in CdF2 

Introduction 
Defects related rearrangement of the crystal lattice has been seen in various physical processes. 

Many theoretical and experimental methods of studying these phenomena were developed. The 
process of lattice rearrangement is a very complicated issue, since it involves many ions, sometimes 
located quite far away from the defect itself. Additionally, it can be influenced by the other 
phenomena. Good example is photogeneration of band carriers during ionisation of defects. Their 
presence affects the lattice dynamics, and thus influences such macroscopic parameter as the lattice 
constant. Macroscopic changes of the crystal dimension cannot be universally predicted for a given 
defect process. Sometimes it is even difficult to predict sign of the lattice dilatation [1] 

Lattice distortion is especially important for metastable defects in semiconductors. It has been 
already well established that the large lattice relaxation (LLR) is a major mechanism responsible for 
defect metastability in these materials [2,3]. In more covalent hosts (Am-Bv and very likely An-Bvi 
semiconductors) relaxation is due to a change of the atomic site (interstitial - substitutional 
transition). This mechanism leads to the formation of the DX states and there exists ample amount of 
data testifying its validity [3]. In case of more ionic hosts one should consider a simpler lattice 
distortion, which leaves the symmetry of the point defect unaffected, namely a symmetric collapse 
(or expansion) of the lattice around defect during its phototransformation [2,4]. The expected lattice 
relaxation for the breathing mode is fairly close to the difference ionic radii of the impurity in the two 
charge states. The total relaxation energy is large and is well above 1 eV. 

Experimental studies of the lattice distortion upon phototransformation of defects have been 
carried out using different techniques. Photoionization cross sections of the non-relaxed states are 
broadened by the strong impurity - lattice coupling. Changes of absorption spectra under the 
influence of hydrostatic or uniaxial pressure can reveal details of the defect phototransformation 
processes, such as the changes of local symmetry. Additional information can often be obtained with 
help of the electron paramagnetic resonance. EXAFS studies reveal changes in local bonds around 
the defect. Recently, the Mossbauer effect and positron annihilation was also applied in the studies of 
metastable defect phototransformation. Macroscopic changes of the lattice constant have been 
studied mostly by X-ray diffraction techniques. All above-mentioned techniques have different 
sensitivities. Sensitivity of X-ray diffractometers can be as high as 10"6, sensitivity of capacitance 
dilatometer can reach even 10"8. However, in practice these values are not attained. Additionally, 
these techniques suffer from severe drawbacks. For example, X-rays may transform metastable 
centres also interpretation of results of positron annihilation or EXAFS is not so straightforward. 
This communication is aimed to presentation of a novel approach to measure global changes in 
crystals with bistable defects. It is the use of the scanning tunnelling microscope (STM) as a precise 
dilatometer. Process of the lattice relaxation is studied in bulk CdF2 crystals doped with In bistable 
donors. 

Indium dopants in CdF2 crystals are well-characterised bistable centres in semiconductors. Its 
bistable properties have been studied since the end of seventies (see Ref.2 for review of the past 
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results). The renewed interest in this material is driven by the possible application in holographic 
recording [5]. At low temperatures (below 80 K), illumination transforms all deep localised In 
donors into hydrogemc states with a Bohr radius of about 0.7 nm. It has been well established that 
large broadening of the photoionization spectra of deep localised state comes from the strong 
impunty-lattice coupling. In the original model of bistability [2,6] it has been suggested that the non- 
relaxed state is a neutral In + localised state and the charged In3+ forms the relaxed metastable state 
with electron bound to it at hydrogenic orbit. Strong Coulomb attraction between the central In3+ 

and eight surrounding fluorine F ions in the metastable state causes symmetric lattice contraction 
Although various experiments support a general validity of the model and the role of lattice 
relaxation m the defect bistability, the lattice relaxation itself has not been detected directly yet 

Figure 1. STMin dilatometer mode 

Experimental method and results 
Traditional methods of measuring the 

dilatation as X-ray diffractometry, 
capacitance dilatometer and also stress 
sensors turned out to be inadequate for our 
measurements. The experimentally observed 
changes of crystal dimensions were smaller 
than the detection limit at low temperatures. 
Therefore a custom-made scanning tunnelling 
microscope (STM), capable of working at 
liquid helium was used as a dilatometer. The 
STM was working in a constant current 
regime with very minute lateral scanning, only 
about 0.2 nm, in order to assure proper 
operation of the device. Samples were 
partially covered by evaporated gold layer in 
order to assure good electrical conductivity 

necessary for proper operation of STM. The device was immersed in liquid helium for measurements 
at 4.2 K temperature. The samples were cooled in darkness and afterwards illuminated uniformly 
through an optical fibre by the light from the argon-ion laser (multiline: mainly 488 nm and 514 5 
nm, coinciding with the absorption of deep donor state). The vertical movements of the sample 
surface, induced by the illumination, scanned by the STM tip, were reflected in the voltage signal and 

recorded by a computer. Piezodrives of 
our STM dilatometer were calibrated 
with known pattern. The scheme of the 
experimental set-up is shown in Fig. 1. 
The CdF2:In crystals used in our 
experiment were parallelepipeds with 
dimensions of 5x3x2 mm3. They were 
not crystallographically oriented. Two 
samples have been studied: one having 
small concentration of In donors (below 
1017 cm"3) and the second one with 
much higher concentration of shallow 
donors. The problem of determining 
exact concentration of shallow donors 
in the CdF2 crystal is not a simple task. 
Concentration of shallow donors was 
estimated from the Hall effect 
measurement and the strength of the 
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ion laser at room temperature. Arrows denote sequence of the 
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Figure 3. Contraction of the CdF2:In crystal upon illumination by 
argon-ion laser light at 4.2 K, measured by STM 

shallow donor photoionization 
spectrum. Unfortunately, both of 
these techniques are not very reliable 
for CdF2 crystals, although they give 
results consistent with each other and 
equal 8xl018 cm"3. Relatively small 
mobility of free carriers in the material 
(below 10 cm2/Vs at room 
temperature) allows us only to 
estimate the carrier absolute 
concentration with poor accuracy. 
The scaling of absorption was done in 
the past for much smaller 
concentration of shallow donors [6]. 
Therefore we believed that much 
more accurate results are obtained 
from magnetisation measurements [7]. 
Concentration of shallow donors in 
the more concentrated sample, 
estimated from this measurement 
equals 2.3xl018 cm"3. We use this 
value in further analysis. 

Figure 2 shows the results of 
experiment performed at room 
temperature. Crystal expands upon 
illumination by the laser beam and 
restores former length rapidly after the 
illumination is turned off with no 
metastability or hysteresis. The effect 
is due just to thermal heating of the 
crystal by intense laser beam. From 
the value of the thermal expansion 
coefficient, we estimate that the 
observed crystal expansion is caused 
by the increase of the crystal 
temperature by about IK. 

Dramatically different behaviour is 
observed when the experiment is 

performed in liquid helium. Now the crystals contract when illuminated by light, as expected. 
Moreover, when laser is switched off, the crystal size remains unchanged, which is a direct proof of 
metastability of the effect. This is illustrated in Fig. 3. Figure 4 shows that the effect depends on the 
accumulated photon dose. The crystal was first illuminated with small light intensity and it contracted 
by about 1.5 nm. The process of contraction was much faster and larger when the 8 times stronger 
illumination was used. Finally this strong illumination saturated the effect. Maximum changes of the 
crystal length upon prolonged illumination did not exceed 9 nm which corresponds to the linear 
dilatation of-1.8xl0-6. 

Measurements of the second sample with smaller concentration of bistable donors reveals much 
weaker effect. Total contraction of this crystal was about 1 nm, which is close to the resolution of 
our system. 

40      60       80     100 
Time (arb. units) 

Figure 4. Photostriction of the CdF2:In crystal upon illumination by 
light of different intensity 
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Discussion 
The effective local relaxation Aa/ag can be estimated from to the macroscopic changes of the crystal 
by using the formula: 

W)lla = (Aa/a0>(N*i/NeattJ, (1) 

where (N*j/NcaHJ is the ratio of concentration of ionised centres to the total concentration of 
cations. Substitution of the measured global contraction of AW = -1.8xl0"6 and the shallow donor 

concentration of N*In = 2.3xlO18 cm3 yields the effective local lattice relaxation around ionised In 
ions of about 2.3% only. This value is about 3 times smaller than obtained either from early empirical 
estimation of Langer et al. [2,8] or from recent calculations made by Cai and Song [9]. According to 
their results, the symmetric lattice relaxation around the In is equal to 7.9 %. 
Situation is even worse, since the recent results indicate that In is, in fact, a negative-U system 
[7,10]. Since there are 2 electrons in the ground state, the effective local lattice relaxation equals 
4.6%. Relaxation based upon the known difference in ionic radii between In+ and In3+ would be 
about 20%, therefore a symmetric relaxation in this case is most unlikely. 
Proper description of the bulk crystal relaxation must however include an opposite contribution 
coming from the local weakening of local bonds after photopopulation of the hydrogen-like In 
metastable states. The effect is roughly the same as the lattice expansion by the presence of the free 
carriers [11-14]. For n-type of semiconductors the effects is described by the formula: 

(Al/l)el = (-DJ3B) n, (2) 

where Dn is the deformation potential, B is the bulk modulus and n is the concentration of 
electrons. In our case n should be replaced by the concentration of shallow donors, as the 
concentration of free electrons in CdF2 at low temperatures is negligible. It is safe to assume that the 
deformation potential of the shallow donor level in CdF2 is the same as the deformation potential of 
the T - type conduction band minimum. Unfortunately, we are not aware of any accurate estimation 
of the deformation potential of the bottom of the conduction band in CdF2. It is actuaEy very 
complicated problem both theoretically and experimentally [15], and very often we have only rough 
estimation of its value. Therefore we decided to estimate the deformation potential for CdF2 from our 
data of lattice dilatation, assuming that total dilatation of the crystal (M/l)tot is a sum of size 
(M/l)size and electronic (M/l)el effects. 

(M/l)tot = (M/l)size + (M/l)d (3) 

The first term has been estimated from Eq. (1) and substituting Aa/a0 either form the Cai and Song 
theory for U>0 or from the difference in ionic radii for the U<0 model. Substituting the known 
values of the elastic constants of CdF2 [16], we get for the value of deformation potential of the 

shallow donor level in CdF2 values of Dn
U>0 = -4.6 eV and of Dn

U<0 = -10 eV, depending on the 
adopted model of deep-shallow donor phototransformation, classical (In2+ => In3++e) or negative U 
(In ++ In +=> 2(In3++e)), respectively. These values may be taken as some guideline, as a more 
accurate procedure must take into account the extended character of the local lattice dilatation (not 
only the nearest neighbour movement, especially when the defect becomes charged [17], as it is in 
the case there). For the negative U case, a more realistic model of relaxation is needed. 
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SHALLOW ELECTRON CENTRES IN CdF2:M
3+ AND SILVER HALIDES 
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Abstract. Shallow electron centres are associated with interesting properties in CdF2:M
3+ 

(M=Ga, In) and silver halides. The trivalent centres in CdF2 exhibit shallow-deep bistability 

and have potentials for optical data storage. The shallow electrons associated with certain 

impurities or interstitial silver in AgBr and AgCl are believed to play key roles in some of the 

photo-induced processes. We have studied these systems using a method developed earlier for 

excited electron centers in insulators. In CdF2 we found that the deep level (compact state) is 

separated from the shallow level (diffuse state) by a small potential barrier and the estimated 

changes of the optical refractive index between the deep and shallow states are in qualitative 

agreement with experiment. We also report on our preliminary work of the shallow electron 

centres in silver chloride. The topics considered are the electron state trapped at an interstitial 

silver, and the role of the excited electron in the diffusion of the interstitial silver toward the 

silver vacancy. Possible mechanisms for the recently observed anomalous heat generation in 

photo-excited silver halides are discussed. 

Introduction. 

The study of the bistable defect system in semiconducting CdF2 crystals doped with In and 

Ga impurities has drawn considerable attention recently[1] [2]. Most of the trivalent metals in 

CdF2 produce stable (or metastable) hydrogenic donor state. The dopants In and Ga have 

on the other hand shown unusual bistable behavior, i.e., the electrons can be trapped by the 

impurity either in a highly localized orbit or a delocalized one separated by a vibronic barrier. 

At low temperature (below 70K), a 200 meV barrier prevents the recovery to the ground state 

from the shallow hydrogenic state in CdF2:In3+. The photoionization of the two In states 

occurs in different spectral regions. At room temperature, two strongly asymmetric bands are 

seen[l]. The absorption band in the visible range (A <650nm) is caused by the photoionization 

of the localized In2+ ground state, while the IR band, peaking at A « 8/jm, is due to the 

photoionization of hydrogenic, diffuse state of In3+. The localized ground state is only 0.1 eV 

thermally deeper than the hydrogenic state, but it exhibits an enormous 2 eV Stokes shift. 

The shift is caused by a large lattice relaxation around the impurity during photoionization. 

The resulting lattice collapse in the diffuse state is responsible for the 0.2 eV vibronic barrier 

separating the two In states and hence, for the defect metastability. The absorption spectra of 

CdF2:Ga has similar asymmetric bands peaked at 4 eV and 0.17 eV[2], respectively. 

In silver halides, there are well-known shallow electron centers associated with Cd2+ and other 

divalent ions[3], or with interstitial silver ions[4]. As the clustering of interstitial silver ions in 

the formation of latent image is mediated by conduction electrons, the role of shallow electron 
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traps is very important. The defect or impurity-trapped electrons are generally considered to 

be in shallow state, often described by the effective mass approaches[3] [4]. Recent work by 

Kondo et al[5] has shown that in silver chloride and bromide crystals, anomalous amount of 

heat is generated after a photo-excitation, and the effect lasts ten hours after the bandgap 

excitation has been terminated. They attributed it to the silver interstitial migration toward 

the cation vacancies assisted by excited electrons. In another word, the excited electron assists 

the recombination of Frenkel defect pairs in the cation sublattice with a high efficiency. In 

this report we present a brief account of our recent works on the two topics described above 

which are examples of atomic processes in solids induced by excited electrons. The method we 

used is the same as those developed earlier[6] in the studies of the self-trapped excitons in rare 

gas solids and ionic halides. A few electrons (usually the excited electron) are treated in the 

Hartree-Fock approximation and the lattice and polarisation are treated by respectively the 

classical pair potentials and point polarizable dipole approaches. In evaluating the electronic 

energies of the diffuse state, the contribution of a large number of ions (about 2000) is taken into 

account. A limited number of atoms, typically in the range of about 60 are explicitly relaxed 

to new equilibrium position one at a time by evaluating the grandient of the total energy of 

the system. Details of the method are given in[6][7]. The process is repeated until the total 

energy converged to the minimum within a predetermined threshold value. This is similar to 

the approach used in the recent molecular dynamics studies of excited ionic halide clusters [8]. 

Results and discussion. 

Bistable systems CdF2:M
3+. 

The results obtained by Cai and Song[7] for the trivalent atoms In and Ga, and by Fu and 

Song for Al[9] are shown in Fig.l. A simple configuration coordinate (ex.) model is adopted 

in which the c.c. represents the distance between the trivalent atom and the first fluorine atom 

shell. As expected the theoretical calculations show a strongly relaxed lattice environment 

associated with the shallow level (diffuse electron wavefunction), and an almost undistorted 

lattice environment for the deep level (compact-state). There is clear evidence of bistable levels 

separated by a moderate potential barrier between the two states. The results for In and Ga 

are in reasonable agreement with the experimental data of reference^]. The absence of a deep 

level in Y and Sc centres was also predicted, and is in agreement with experimental observation. 

It is attributed to the short range intra-atomic potential difference of the two atoms compared 
with those of In and Ga[7]. 

It has been suggested that Al impurity may lead to a similar bistable behavior to that of Ga 

and In. In this case the deep atomic core contains only Is electrons, and the radius of the Al3+ 

is much smaller than those of the other trivalent metals. Therefore, the short-range interaction 

between Al3+ and F~ is expected to be much weaker. Our calculation found that Al behaves 

very differently from In and Ga mainly due to its small size of the atomic core[9]. As a result, 

the compact state is found at a higher energy than the diffuse state in sharp contrast to the 
situation found in In and Ga. 

Recently, Ryskin et al[10] and Koziarska et al[ll] reported on a successful holographic recording 

based on the bistable defect centers in CdF2. They reported that a saturation value of about 

-1.3xl0~4 was achieved in the refractive index change in the CdF2:In at about 120K, while 

the maximum of the diffraction efficiency occurs at about 280K for Ga. Therefore, CdF2:Ga 
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crystals are apparently suitable for room temperature recording. This trend toward higher 

operating temperature has led to the anticipated interest in the Al-doped cadmium fluoride. 

We evaluated the optical parameters connecting 

the ground states to the p-like excited states, 

and estimated the refractive index changes. The 

calculated oscillator strengths and the refrac- 

tive index changes are presented in Table 1. 

Generally speaking, theoretical determination 

of the ionization limit is more complex. We 

therfore considered the first p-like excited state. 

The transition energies are compared with the 

experimental values of the ionization energies 

in Table 1. A two-oscillator model has been 

employed to estimate the maximum change of 

the refractive index as has been proposed in 

Ref. [10]. The calculated results for the oscil- 

lator strengths and the refractive index changes 

on are in reasonable agreement with the exper- 

iment. The oscillator strengths for the IR are 

larger than one for Ga and Al when theoret- 

ical transition energies are used. This is due 

to our calculated transition energies being too 

large by comparison with the experimental val- 

ues. The optical process taking place in holo- 

graphic recording is briefly as follows: At tem- 

perature low enough that the defects are at their 

stable state (e.g. the deep compact state for 

CdF2:In, Ga) the ionization with about 3 eV 

photons takes the electrons successively to the 

compact ionized state, then to the diffuse ion- 

ized state via non-radiative transitions and 

finally to the metastable shallow donor state. This cycle induces the refractive index change 

which we have evaluated. Below about 100K and 260K respectively for In34" and Ga3+ centers, 

the metastable shallow state can be preserved, thereby storing the optical data. 

Table 1 Characteristic data of transition energies, fm, ft,,-,,, and -An 

-0.1 
C.C.(A) 

CdF2:In3+ (C) 

Figure 1. The APES of CdF3:A13+,Ga3-Un3+. 
Solid lines denote the ground states; 
Dashed lines for excited p-like states. 

AEdiffuse (eV) ^^com «act (eV) flR Jvis -An 
theor. exp. theor. exp. theor. based on 

exp*. 
theor. based on 

exp*. 
theor. based on 

exp*. 
In 
Ga 
Al 

0.26 
0.34 
0.45 

0.14 
<0.17 

2.11 
4.14 
2.45 

1.90 
3.00 

0.65 
1.36 
1.27 

0.35 
0.75 
0.40 

0.43 
0.19 
0.28 

0.38 
0.14 
0.20 

0.70x10-4 
1.10x10-4 
1.10x10-4 

0.46x10-4 
0.60x10-4 
0.40x10-4 

* This indeicates that the evaluated numbers are obtained using the experimental values of optical transition energies. 

Shallow electron states in silver halides. 
The recent observation[5] according to which crystals of AgCl and AgBr photoexcited at low 
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temperature generate an anomalously large amount of heat is the subject of this second part. 

According to Kondo et al, between ten and hundred times more energy is released than the 
energy absorbed. Also, this process continues for more than ten hours after the band to band 

excitation has been turned off. They attributed this to the repeated non-radiative recombina- 

tion of the interstitial-vacancy pairs in the silver halide crystals which is mediated by the excited 

electron until the electron is annihilated eventually. We have made some preliminary studies. 

The method used is the same as in the bistable defects presented above. The pair interatomic 

potential used is that reported in [12]. Because of the importance of the polarisation energy 

in the determination of the relaxed system in silver halides, we scaled the polarisation energy 

by a constant factor (0.65) so that the calculated Frenkel pair formation energy agreed with 

experimental data (1.2 eV[12]). The number of atoms which are allowed to relax explicitly is 82 

in results reported here. The number of atoms which interact directly with the excited electron 

through various short range terms and those atoms which contribute to the polarization energy 

are respectively taken to be 2301 and 1000. The large number of ions used in evaluating the 

electronic energy reflects the diffuse character of the electron. 

We considered the diffusion of interstitial silver ion in the absence and in the presence of 

an excited electron. In the following are given the results obtained for AgCl. We found a 

relatively monotonous change in the system total energy as a function of the vacancy-interstitial 

separation, as shown in Table 2. There is, however, a potential barrier between the adjacent 

sites. We found that the activation energy for the interstitial diffusion via the interstitial 

mechanism is clearly larger than that via the interstitialcy mechanism. In a.n interstitialcy 

mechanism there are collinear and non-collinear diffusion paths. Our calculation showed that 

the non-collinear path offers smaller potential barrier than a collinear one. In the non-collinear 

case, the diffusion from the fourth to the third nearest neighbour site is found to be about 0.6 eV, 

compared to about 0.9 eV in the case of the collinear diffusion. Experimentall}', the activation 

energy of interstitial silver diffusion is 0.01-0.04 eV[13]. This shows that our evaluation is one 

order of magnitude or more too large. This problem has been discussed earlier in Ref.[14], in 

which the importance of an elliptical deformation of (Ag+); has been noted. 

Table 2 Frenkel pair energy as a function of vacancy-interstitial 
separation (Xm in units of the shortest anion-cation distance) 

X„; 0.5 1.5 2.5 3.5 4.5 5.5 .6.5 7.5 infinite 
AE(eV) .692 .476 .483 .534 .605 .677 .757 .825 1.2 

At this stage it is not our aim to get numerically acceptable activation energies of this magni- 

tude, but to understand the role of the excited electron. To this end a pair of gaussians with 

a=0.01 (in atomic units) is placed on the pair of silver atoms which is either the old or the new 

interstial atoms. When the silver intertitial is accompanied by an excited electron the activa- 

tion energy for the non-collinear diffusion is found to drop to about 0.3 eV, which is quite a 

large change from the value obtained without electron. On comparing the various energy terms 

as well as the atomic displacements at the barrier peak obtained with and without the excited 

electron, it was found that a substantially larger outward distortion of the nearby anions is 

obtained when the electron is present, and results in a lower activation energy. 

We now consider the final step of interstitial atom-vacancy recombination after the pair is 

brought within the same cell.   Our preliminary results are as follows.   There is virtually no 
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potential barrier on the path to recombination (only about 0.04 eV according to our calculation). 

For the same path a much larger barrier is encountered, about 0.6 eV, when an excited electron 

is centered on the diffusing silver ion from the midpoint of the unit cell to the vacancy. This 

seems to indicate that the last step of interstitial silver-vacancy recombination takes place 

without the accompanying electron. In other words, the electron which assisted in the diffusion 

of the interstitial silver upto this point abandons the silver ion and becomes free. It is also 

interesting to note from Table 2 that an energy package of about 0.7 eV is released to the 

lattice when a silver interstitial travels to the second neighbor position from infinite separation. 

The electron wavefunction we used is more compact than that generally considered for the 

shallow centers, about 4.2 A compared with 12 A[3][4]. It is our impression that a truely shallow 

electron may have too extended wavefunction to interact efficiently with the diffusing silver 

atom. Finally, how the electron becomes available to start another cycle of silver interstitial 

transport is one of the most interesting subjects. It seems that the electron wavefunction should 

undergo a cyclic change as it is bound (deep level) and then freed (shallow or extended state) 

from a silver ion. Perhaps the electron undergoes repeated cycles between the two states as 

has been proposed by Kanzaki and Tadakuma[15] as a mechanism of latent image formation 

in silver halides. We may say that the excited electron is in a bistable system and converts 

back and forth between a shallow and a deep level, similar to what has been described for the 

impurity centers in cadmium fluoride above. 

This work is still in its exploratory stage and we intend to investigate further. The seemingly 

poor agreement with experiment regarding the activation energy of the interstitial silver diffu- 

sion reflects not only the nature of the approximations we have used, but also on the extremely 

small activation energy involved. Our future work would include non-spherical deformation of 

the interstitial silver ion to lower the activation energy as has been proposed in Ref.[14]. In this 

work our principal interest was in understanding the role played by the excited electron in the 

process. In this regard the so-called split-interstitial[16] might be of interest. We found that 

two silver ions form a molecule in the presence of an excited electron (optimized a=0.02) at a 

bondlength of about 2.4 A. Such species could diffuse through a sequence of bond switching 

process in the lattice in a manner similar to that of the self-trapped hole, or a Vjt center, in 

alkali halide crystals. It is hoped that understanding these steps may contribute in clarifying 

the broader photographic processes. 
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Abstract. We present results of photo-EPR on CdF2 doped intentionally by either Y, Ga or 
In, but containing also unintentionally incorporated Mn. We observe the resonances of both the 
shallow donors and that of Mn. The shallow donor signal of Ga or In are metastably enhanced 
below a characteristic temperature after illumination (hv > 2eV) but no deep donor resonance 
is observed in agreement with the negative-U model. The Mn spectra are strongly affected by 
the excitation of the metastable donor state: those lines which coincide with the shallow donor 
resonance are strongly enhanced by desaturation: their spin-lattice relaxation time is reduced by 
a resonant cross-relaxation mechanism. We explain the peculiar saturation curves quantitatively 
assuming s-d coupling of the Mn and the shallow donor states. 

Introduction. 

The large gap semiconductor CdF2 (>8 eV) received considerable attention in the past because 
of the metastable character of some donors in this material [1-5]. Both In and Ga were shown 
to act as shallow donors below some metastability temperature, TM, after illumination 
(hv > 2eV), whereas Y acts allways as a shallow donor under normal conditions [1,2]. After 
cooling in darkness, however, In and Ga behave rather like deep donors with much higher acti- 
vation energy: there is strong freeze-out of the carrier concentration. After their conversion by 
light they remain shallow until the sample is heated above TM. Apart from this persistent photo- 
conductivity such samples exhibit also other persistent effects like an illumination induced infra- 
red absorption which is accompanied by a bleaching of the excitation band centered at 3 eV [5]. 
Obviously, there are two different states of these donors, and a barrier in between. The ob- 
served huge Frank-Condon shift shows that this barrier separates two strongly different equi- 
librium positions in the host lattice. There is a „strong lattice relaxation" accompanying the tran- 
sition from the shallow to the deep state. 

All effects observed are very similar to those seen for n-type AL^Ga^As with x>0.14 doped 
with group IV or VI elements. There it was shown first theoretically [6] and then also by ex- 
periment [7,8] that the ground state of the donor, for historical reasons called DX center, is a 
two-electron state. The effective Hubbard correlation energy, U, is therefore negative: the do- 
nor can lower its energy by breaking one bond, thus moving towards an interstitial site and by 
binding an extra electron [6]. 

The renewed interest in these effects in CdF2 results from their applicability for optical memo- 
ries as pointed out by Ryskin et al. [3]. In the case of Ga, the metastability barrier is effective 
nearly up to room temperature and therefore the metastable infrared absorption induced by short 
wavelength (hv > 2eV) illumination can be used to store illumination patterns, e.g., in 3D 
holograms. The underlying principles of the donor metastability are not as well established, 
however, as in the case of the III-V compounds. 

More recently, the magnetic susceptibility of CdF2:Mn, Ga was investigated and strong support 
was found for a diamagnetic ground state of the Ga donor in agreement with the negative U 



1444 Defects in Semiconductors - ICDS-19 

model [4]. The magnetic susceptibility is an integral quantity, however, it detects all contribu- 
tions due to any paramagnetic ions in addition to the diamagnetic background. Moreover, the 
presence of Mn impurities with a large spin, S=5/2, and a possible coupling between the two 
spin subsystems may impair the conclusion about the diamagnetic ground state. Therefore, in 
this paper we use electron paramagnetic resonance (EPR) which allows to separate the different 
contributions to the magnetic susceptibility and to study coupling between both subsystems. In 
agreement with the susceptibility investigations we do not observe any trace of a paramagnetic 
deep donor state. After photoexcitation to the metastable state, we observe the resonance of the 
shallow donor and another effect connected with it those parts of the saturated Mn resonance 
spectrum are strongly enhanced which coincide with the shallow donor resonance, even under 
conditions when the latter is practically invisible. We explain this effect by cross relaxation: the 
spin lattice relaxation time of Mn is shortened for those transitions which are in resonance with 
the shallow donor Zeeman splitting. Therefore these transitions are "desaturated" and the reso- 
nance becomes stronger again. Finally, we present a quantitative model for this effect consid- 
ering the s-d exchange coupling between shallow donors and the Mn. 

Experimental. 

Bridgman grown samples of CdF2 were doped with Y, Ga or In during growth with resulting 
donor concentrations in the range of 0.2..3-1018 cm'3. The concentration of residual Mn varies 
in the range of 1..5-1018 cm"3 as estimated from the EPR amplitude. To achieve conductivity, 
the donors were activated according to well known thermal treatment in Cd vapour [1]. 

The EPR measurements are performed with the help of a standard Bruker X-band spectrometer 
with an available maximum microwave power of 200 mW. In all samples we observe at least at 
temperatures close to 300 K a single line with a g-factor close to 2 in addition to the well re- 
solved fine, hyperfine (HF) and superhyperfine (SHF) structures of the Mn spectrum. We 
identify the single line as that of the shallow donor on behalf of the observed motional narrow- 
ing of its linewidth: with increasing temperature above 140 K, the linewidth decreases. The 
narrowing shows activated behaviour and its activation energy is close to the shallow donor 
energy [1]. This behaviour can be explained by hopping of the effective mass electrons between 
different donor sites [9]. This effect is easy to observe for the Y donor which does not show a 
deep state, in contrast to Ga or In doped samples where capturing of electrons on the deep 
ground state reduces the number of shallow donors and thus their EPR signal is weak. 

Tab.l: g-factors of donors in CdF2 

Donor: g-factor        Metastability Temp. TM [K] 

Y   1.956±0.002 

Ga   1.952±0.005        270 

In   1.967±0.005        70 

There is no other signal observed which could be attributed to the deep state of the donors be- 
fore photoexcitation. Assuming a paramagnetic deep state this fact is not understandable since 
deep states have a narrower line width than shallow, more delocalized states (without motional 
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narrowing). Moreover, the relaxation rates and the resonance linewidth in large gap materials 
with pure s-bands are generally low. Therefore the sensitivity for these states should be higher 
than for shallow states at low temperature, since the concentration of the deep states before il- 
lumination is the same as that of the shallow ones after complete excitation. Since the latter are 
clearly detected here, we conclude that the donor ground state is diamagnetic and we have the 
same situation as for DX centers in III-V - and II-VI - compounds, namely a spontaneous dis- 
proportionation of charge within the donor system: half of the donors are empty (i.e., positively 
charged) and the other half is negatively charged (neglecting compensation just for simplifying 

the discussion), and both are diamagnetic. 
£ £$ 

The Mn2+ EPR spectrum dominates at low 
temperatures where the shallow donor spec- 
trum is rather wide and the shallow donor 
resonance is not directly seen. The Mn 
spectrum is characterized by its strong ten- 
dency for saturation at low temperature. In 
Fig.l the amplitude of one of the SHF lines 
due coupling to the 8 F - neighbours is 
given as a function of the microwave 
power, P, for 300 K, 60 K and 5 K. At 
room temperature, the amplitude shows the 
usual increase according to a P1'2 law and a 
maximum at higher microwave power. At 
low temperature, the maximum signal oc- 
curs already at very low microwave power. 
For higher P, the EPR signal decreases but 
at lower rate, which indicates an inho- 
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Fig.l: EPR amplitude of one super-hyperfine 
line of Mn as a function of microwave power at 
5K (squares), 60 K (circles) and 300 K 
(triangles). 
mogeneous broadening due to a distribution of spin-lattice relaxation times [10]. 

Fig.2 shows the temperature dependence of 
the amplitude of one of the hyperfine lines 
of the Mn EPR with a resonance field corre- 
sponding to g=2 measured at constant mi- 
crowave power with and without illumina- 
tion. The influence of illumination is dra- 
matic at low temperatures: there the ampli- 
tude increases by two orders of magnitude 
and it remains constant after illumination for 
arbitrary long time until the sample is heated 
above TM. This effect is less pronounced for 
small microwave power (s. Fig.3) demon- 
strating that it is caused by different satura- 
tion behaviour induced by light: obviously 
illumination causes a substantial shortening 
of the spin-lattice relaxation time for this 
particular transition. From the dependence 
of this effect on temperature and illumina- 
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Fig.3: Amplitudes of the 6 Mn HF lines at their 
resonance positions for different microwave power, 
as indicated. 

tion it is evident that this shortening is 
caused by the persistent excitation of the 
donors to the metastable state. 

The mechanism for the shortening be- 
comes more clear by the fact, that the 
effect is much weaker for the outer HF 
lines of Mn. Actually the shortening of 
the spin-lattice relaxation time and the 
resulting desaturation due to the shallow 
donor state occurs strongest for those 
lines of Mn for which the EPR absorp- 
tion of the shallow donor is strongest. 
This is illustrated in Fig.3 where we have 
plotted the normalized amplitudes of the 
6 Mn HF line intensities vs. their reso- 
nance positions for different microwave 
power. The envelope curves are centered 
exactly at the shallow donor resonance. 
This demonstrates that there is obviously a cross relaxation of magnetic moments between the 
Mn- and the shallow donor subsystem which is effective only for transitions with the same 
Zeeman splitting- a resonant energy transfer between the Mn and the shallow donor. For small 
microwave power the overall effect is much smaller since the Mn is not as strongly saturated 
and therefore the decrease in the spin lattice relaxation time has a smaller effect. 

Discussion. 

It is natural to attribute the observed cross relaxation effect to the exchange interaction between 
the Mn 3d states and the s-like shallow donor states. The sign of the interaction cannot be 
evaluated from the EPR data but the recently observed increase in susceptibility at low fields 
and the early saturation of this effect demonstrate ferromagnetic interaction [4]. 

A modeling of the effect of cross relaxation is somewhat complicated by the effect of the ran- 
dom arrangement of donors and Mn ions in the crystal lattice. Since exchange interaction and 
thus the longitudinal relaxation rate of the Mn will depend on the number and the distances of 
donors in the neighbourhood of the Mn ion, there will be a wide distribution of relaxation rates 
which narrows as the concentration of Mn and the donors is increased. In order to model this 
situation, we generate a random distribution of substitutional Mn and of donors and we calcu- 
late the exchange integral for each Mn-donor pair in the generated distribution. The exchange 
constant for such pair is obtained from: 

JD = a|\pD(rM„)|   = JNoGclVolipotrMn)! (1) 

where the product {Noa} parameterises the s-d coupling and V0 = 1/N0 is the volume of the 
elementary cell. 

The integral relaxation rate of each Mn ion is obtained by summing up the cross-relaxation rates 
to all donors: 
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Finally we obtain the distribution function of relaxation rates. An example is given in Fig.4. 
The relaxation rates spread over many orders 
of magnitude. 

This range is narrowed, however, considera- 
bly by including (i) the direct spin lattice re- 
laxation of Mn, which implies a lower limit 
for the relaxation rate and (ii) the bottleneck 
caused by the relaxation rate of the donors 
themselves (s. Fig.4). The latter (ii) is effec- 
tive if the cross relaxation is the dominant 
mechanism, which will be the case for high 
donor concentrations and high microwave 
power. The lower limit (i) can be evaluated 
from samples with low donor concentration 
or before photoconversion to the persistent 
state. Introducing these two mechanisms in 
the model, the distribution of relaxation rates 
becomes much narrower and simpler at that, 
it has two peaks at the lower (i) and the upper 
(ii) limit as indicated by arrows in Fig. 4. 
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Fig.4: Distribution function of the longitudinal 
relaxation rate of Mn due to cross relaxation 
via shallow donors (broad curve). The range is 
narrowed strongly by including direct relaxa- 
tion and the bottleneck due to the finite donor 
relaxation rate. Finally, knowing the distribution of relaxa- 
tion rates, we can evaluate the power dependence of the microwave resonance absorption, i.e., 
the saturation behaviour. The quantitative analysis of the power dependence allows to estimate 
the direct relaxation rates of the Mn and the donors. For Mn we obtain a value of 105 s"1 at 
4.2 K. This value increases by 5 orders of magnitude as the temperature increases to 300 K. 
The bottleneck due to the finite donor relaxation limits the Mn relaxation rate to 109 s"1 at 
4.2 K. Since the concentrations of the shallow donors and of Mn are similar for the sample 
considered here, we can conclude that this is also the order of magnitude of the longitudinal 
relaxation rate of the shallow donors. With increasing temperature it increases but because of 
the limited power of our experimental setup we were not able to follow its dependence to higher 
temperatures. 

The s-d exchange interaction dominates the spin relaxation of Mn over a broad range of experi- 
mental conditions. Nevertheless, because of the peculiar probability distribution of the ex- 
change constants and the relaxation rates, a precise evaluation is difficult at present. For the 
evaluation we use a value of N0-a » 50 meV which gives good agreement of model and ex- 
perimental data. 

Conclusion. 
We observed the EPR signals of Mn and those of the shallow donor states of Y, In and Ga in 
CdF2. Gallium and In show the metastable, persistent population of the shallow donor states 
after illumination. We do not observe any indication of a paramagnetic deep ground state of Ga 
and In although the sensitivity should be sufficient. The EPR results thus support the negative 
U model for these donors in CdF2. 
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The observed effect of a cross relaxation of Mn by s-d coupling to the shallow donor states 
shows up a new possibility to detect the EPR of the latter indirectly with high sensitivity in a 
regime where the direct observation is not possible because of too large broadening. From a 
detailed analysis of the Mn EPR we are able to determine the spin relaxation behaviour of the 
two components and their coupling. The modeling of the power dependence of the EPR ab- 
sorption is rather complex conceptually but the appearance of the two limiting cases permits 
relatively simple access to the spin relaxation times of the two interacting impurities. The ar- 
rows given in Figs. 1 & 4 indicate the onset of saturation due to the direct relaxation of Mn and 
the bottleneck due to the limited shallow donor relaxation rate. They define the plateau in the 
power dependence in Fig. 1 and the present calculation shows that they can be evaluated simply 
from the positions of the maxima of saturation curves for a single relaxation rate (dashed and 
dotted curve in Fig. 1) fitted to the low- and the high power limits, respectively. 

As compared to other semimagnetic semiconductors (II-VI and F/-VI compounds plus transi- 
tion metal or lanthanide doping) a most peculiar property of the CdF2:Mn in this context is the 
very small Bohr radius (7Ä according to effective mass theory) of the shallow donor state, a 
consequence of the large energy gap. Therefore, the exchange field acting on the Mn spins in 
the immediate neighbourhood of a donor is relatively high, since it is proportional to the inverse 
Bohr volume, rB" . We obtain thus for the used value of (N0-oc) = 50 meV an exchange con- 
stant of J = 1.2 meV. These values result in an effective field of 10 T which is strong enough 
to allow for the formation of a strong magnetic polaron at sufficiently high Mn concentration 
[11]. 
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Abstract We report measurements of photoinduced magnetisation of CdF2 bulk crystals doped with 
In or Ga. At temperatures at which metastable photo transformation of donors occurs, magnetic 
susceptibility increases and it follows a Curie law. Low magnetic field data are dominated by spin- 
spin ferromagnetic coupling of d5 electrons of Mn codopants with donor electrons of In or Ga 
metastably phototransferred from a localised to the hydrogenic shallow donor state. Enhancement of 
magnetisation is due to effective spin increase resulting from this coupling. At high magnetic fields 
(above 2 T) and temperatures below 5K, saturation of the photoinduced magnetisation is observed. 
This provides first direct proof of a negative-U character of the donors in CdF2. 

Introduction 
In and then Ga donors in CdF2 crystals were first fully characterised bistable donors in 

semiconductors [1-4]. Recent theoretical computations by Song et al. [5] confirmed the basic feature 
of the early model of bistable donors in CdF2, namely the one electron character of both localised and 
delocalized states, the existence of symmetric large lattice relaxation (the lattice collapses onto the In 
or Ga positively charged core upon the defect photoionization) and the vibronic nature of the barrier 
separating the two bound states of the donor: deeper - localised and shallower - hydrogenic, effective 
mass state. In case of In, the theory reproduces well the energy levels and the barrier, while for the 
deeper Ga, the barrier height is underestimated. Although a standard one-electron defect model of 
these donors explains well most of the experimental data, it cannot reconcile for the lack of the ESR 
signal for the donor in the ground localized state. Only upon illumination the ESR signal appears and 
it is unambiguously related to the effective mass shallower bound metastable state of the donor [6]. 
Such a behavior is similar to that observed for the DX centers in m-V and II-VI compounds [7] and 
could serve as hint for the negative U character of the donors in highly ionic CdF2. Another hint for 
the negative-U character comes from a close to bimolecular character of the decay of the 
photoinduced hydrogenic state of In and Ga [8]. Each of these results could, however have been 
interpreted without invoking a two-electron character of the ground state of the bistable donors in 
CdF2 crystals (see Ref. 9 for a thorough discussion of the problem of testing the sign of U in case of 
standard DX donors in GaAs-based compounds). Due to a different type of bonding, it is highly 
unlikely that similar bond-breaking mechanism to that found in HI-V and II-VI semiconductors may 
be applicable there, if indeed a negative sign of U for these donors was confirmed. 

One of the measurements that could provide more direct evidence for the sign of U is 
photomagnetisation. If the ground state of the donor is a singlet (S=0) two electron state, then a 
photoconversion of this state to a pair of hydrogenic one-electron bound states causes appearance of 
two Vi spins, that could be detected by a sensitive magnetometer as an additional paramagnetic 
contribution to the "dark" magnetisation of the crystal. This idea was first applied to DX centers in 
AlGaAs and resulted in notable controversy of results reported by two groups. First Khachaturian et 
al. showed that photoinduced magnetisation data could be well reconciled by a one electron model 
[10], but later on this measurement was repeated on thicker samples in a more conventional 
experimental setup with quite opposite result, namely that there is large metastable additional 
paramagnetic signal after light illumination and its magnitude agrees well with the number of 
photogenerated occupied shallow donor states [11]. The later results agrees with a widely accepted 
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Chadi and Chang negative-U model of the DX centres in AlGaAs [7]. Reason of experimental 
controversy is not clear, but indicates that great care must be taken before final conclusion on a sign 
of U is reached. 

Folowing suggestion by one of us (JML), the measurement of photoinduced magnetisation on 
CdF2:In crystals was done by St. Petersburg group [12]. Kazanski et. al. detected increase of 
magnetic susceptibility after illumination. Based upon this observation they concluded that In donors 
are negative-U systems. Independently of the St. Petersburg group we performed 
photomagnetisation experiment on In and Ga donors in CdF2 crystals and the results are presented 
there. The key difference is not only a sensitivity and type of our equipment (SQUID vs Faraday 
balance), but much broader temperature range (especially for temperatures below 5 K) and magnetic 
fields spanning a linear susceptibility range (St. Petersburg experiment) up to high magnetic field, at 
which a saturation of dark and photoinduced magnetisation could be seen. We shall show below, that 
measurement in the susceptibility limit (magnetisation is proportional to external magnetic field) is 
not sufficient to determine the sign of U and in fact may even lead to wrong conclusions about the 
mechanism causing the change of the crystal magnetisation after illumination by light. Both 
conditions (i.e. low temperatures and high magnetic fields) are essential for experimental 
discrimination between the two models of bistable donors in CdF2 crystals. 

2.5 

a    2 

Experimental procedure 
CdF2 bulk crystals doped with In or Ga were converted to a semiconductor state by annealing in 

Cd. vapours. Thermal processing causes outdifliision of compensating interstitial fluorine ions. The 
liberated electrons are then captured by empty In or Ga positively charged donors. Largest thermal 
conversion (i.e. highest occupied donor concentration) was detected in Mn codoped crystals (0.2%). 
These crystals were used previously in experiments on electroluminescence [13]. 

Photoinduced magnetisation was measured in a commercial setup, in which the SQUID head 
detects magnetisation of the sample. Photoconversion was done by illumination by low-power 
multiline Ar laser. Stability and repeatability of the system is better than 1 ppb emu. It was essential 
for reliability of the conclusions, as the photoinduced signal is a difference between magnetic field 

scans done in darkness and after the 
illumination. 

Dark magnetisation is dominated 
by background Mn signal. Its 
magnetic field dependence can be 
fitted with very high accuracy to a 
standard Brillouin function with 
spin S=5/2. As it is clear from Fig. 1 
Mn-Mn clustering is insignificant, if 
any (concentration of Mn 
codopants is small enough and no 
preferential pairing occurs). 

UV-VIS light from Ar laser 
causes increase of magnetisation, 
The effect is metastable at 

Fig. 1 Dark magnetisation ofCdF2:In, Mn crystals. Solid line is aßt to temperatures at which metastability 
standard Brillouin function with S=5/2 of In or Ga donors has already been 

found [1-4] (below 80K for In and 
below 200K for Ga). Photoinduced signal persists over several days, after which measurements were 
first repeated in the photoinduced, but frozen in state. Then after heating-cooling cycle the „dark" 
magnetisation of the crystal was measured. The value of photoinduced signal was the same within 
accuracy of the instrument. 
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At low magnetic fields photoinduced magnetisation follows the Curie law in a whole temperature 
range (2-100K). Qualitatively the increase of magnetic susceptibility (low-magnetic field effect) 
agrees with a hypothesis of a two-electron character of the relaxed ground state of the bistable 
donors in CdF2 crystals. However in all our samples Mn was additional dopant. It is plausible to 
assume that a ferromagnetic coupling occurs between spin 5/2 of Mn and spin 1/2 of the shallow 
donor (its extended wavefunction allows for overlap and exchange interaction with the localised Mn 
wavefunction). Such interaction produces spin molecule with effective spin S=3 and thus effectively 
increases magnetic susceptibility, which is proportional to S(S+1). It is thus clear, that without 
knowledge of exact number of photopopulated shallow donor states, the low magnetic field data 
alone are not enough to discriminate between the above two options. Kazanski et al. [12] determined 
concentration of active In shallow donor states by using a scaling based upon photoionization 
absorption [14] and concluded that whole additional magnetisation comes from photopopulated 
shallow donors, and thus the ground state of In donors is a two-electron state and forms the 
negative-U system. Unfortunately there is a certain drawback of this procedure, namely the scaling 
proposed in Ref. 14 has been done for different impurities and for donor concentration by at least one 
order of magnitude smaller. Both shape of the absorption (at high donor concentration only the high 
energy tail of the shallow states absorption can be measured) and likely the oscillator strength (effect 
of the wavefunction overlap and the influence of random internal electric fields) may change with the 
concentration (especially when approaching the Mott transition). This has not yet been quantified for 
shallow donors in CdF2 crystals. At the early stage of our study we did the same scalling, and like in 
case of Kazanski et al. [12] reasonable agreement between concentration deduced from magnetic 
susceptibility and shallow donor absorption was obtained. However, the concentration was in 10 
cm"3 range, suspiciously high for CdF2. This is why we decided to extend our measurements to lower 
temperatures (down to 2K) and higher magnetic fields (5T) to go beyond susceptibility limit. Even if 
there is a ferromagnetic coupling between Mn ions and shallow donors, the high magnetic filed limit 
(saturation) provides most precise measure of the number of all contributed spins. Therefore, if the 
system was a positive U, then after initial increase photoinduced magnetisation should drop to zero 
(there are no extra spins generated). If the system was negative U, then the photoinduced 
magnetisation should saturate and its value is a sum of contribution from all shallow donors, thus 
permitting independent calibration of the donor concentration. From our measurements we found 
that for the magnetic fields above 1 T saturation of magnetic response builds up. It is most clearly 
seen at lowest temperatures (see Fig3). Analysis of the whole magnetic field range allows separation 
of the contribution of shallow donors and spin-spin coupling between Mn and shallow donors, as 
well as the determination of the shallow donors concentration. It is more than a factor of 3 smaller 
than obtained by the optical scaling used by Kazanski et al. [12]. and thus makes procedure used in 
previous works (at least for the highest donor concentrations) not reliable for quantitative analysis of 
magnetisation data. 

Mn - shallow donor spin-spin interaction 
At low magnetic fields magnetisation of the system with spin S is proportional to S(S+1). In 

our crystals there are intentionally introduced Mn impurities. As the spin of the d5 shell is 5/2, Mn 
dominates „dark" magnetisation of the sample. Light transforms bistable donors (In or Ga) from a 
localised to hydrogenic - delocalized state with spin 1/2. Depending on the sign of U, ground state is 
a singlet with S=0 (U<0, two electron ground state) or a doublet with spin S=l/2 (U>0, one electron 
state). If there is effective spin-spin interaction between background Mn and shallow donors 
(interaction with deep states is highly unlikely, as there is no indication of any donor-Mn pairing), 
then a spin molecule is formed with effective spin being a sum of Mn spins and that of the shallow 
donor that interacts with Mn. Most likely such interaction is ferromagnetic [15], hence effective spin 
is S=3 in case of just one Mn ion interacting with shallow donor. Bohr radius of shallow donors in 
CdF2 is about 0.8 nm, so for a given concentration of Mn (0,2%), simple pairs should dominate. In 
table 1, the spin dependent prefactor is given for the photoinduced magnetic susceptibility. It is 
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assumed that within each shallow donor orbit there is effectively one Mn d5 shell (a real situation in 
our samples, as it will be shown below). For the U<0 model two cases are considered. One (more 
likely, that both electrons form a singlet S=0 state, and second, less likely, that both spins add to 
form a triplet state with S=l). It is clear from the table, that presence of Mn ions (or other 
background spins) interacting with photopopulated donors dramatically affects the value of 
susceptibility, and one must be very cautious in using susceptibility data alone. The effect is even 
more dramatic if the number of interacting Mn ions is larger (magnetic polaron) [15]. 

Photoinduced susceptibility U>0 U<0 

S|.c=0 S|„c=l 

no Mn-shallow donor spin-spin interaction 0 3/4 -1/4 

with Mn-shallow donor spin-spin interaction 10/4 13/4 11/4 

Final results 
For relatively small concentration of Mn ions, we may assume that within orbit of the shallow 

donor there is either one Mn ion ore none. If we denote the fraction of donors interacting with Mn as 
f, then for the U<0 case with a singlet deep state (Si„o-0) the photoinduced magnetisation per unit 
volume in Bohr magneton units equals 

AM = [(I-j)(l/2Bia) +f(3B0 -f(5/2B5l2)lKa, 

where Bj - the Brillouin function and Na - concentration of shallow donors. 
Experimental data can be linearised by noting that 

AtAmm = 1/2 Nd +fNd (3Bs-5/2 B5ß-l/2 BI/2)/B1/2 

(1) 

(2) 

0.1 

0.0 

-I 1 1       I 

CdF2: In, Mn 
T = 2K 

ND=2.31018ciii-3 

f=l.l 
J 1 I !___ 

The Brillouin functions depend only 
on T and H, so we may define 
conveniently the x-axis as 
x = 3B'3-5/2 B5/2-l/2 Bid/B,/2,. 
Dividing measured photoinduced 
magnetisation AM by the Brillouin 
function Bm, the following linear 
relationship is expected: 

y  = l/2Nd+fNdx     (3) 

with the y coordinate being just 
AM/Bia.  Such plot is shown in 
Fig.2. It spans magnetic fields up to 
5T. The point at highest x value 
corresponds to smallest magnetic 
field, at which the error is largest. 
Apparently the filling factor f is 

Fig.2   Photoinduced   magnetisation   plotted   in   a   way   allowing close   to   unity,    thus   validating 
determination of the shallow donor concentration ND and the average considerations summarised in Table 
number f of Mn ions interacting with shallow donors. above 

0.5 1.0 1. 
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0.01 

0.005 

Donor concentration obtained from the fit equals Nd = 2.3-101* cm'3. It is interesting to note that 
this value is almost 3 times smaller than obtained from the infrared absorption scaling [14] used by 
Kazanski et al.. [12] and the value obtained from the low field susceptibility by assuming that it 
comes from shallow donors (S=l/2) only. 

The raw data are shown in 
Fig.3. It is clear that above 1 T 
photoinduced magnetisation 
saturates. It must be remembered 
that it is the difference between 
the two sets of data (dark and 
after illumination). Each of them 
show slightly smaller saturation 
effect (see Fig.l). Additional 
magnetisation is just a 
contribution from electrons 
occupying shallow donors (.i.e. 
proportional to the number of 
donors and their spin S=l/2). It is 
a most direct evidence, that 
indeed extra spins are 

Fig.3 Photoinduced persistent magnetisation in CdF2:In, Mn crystals photoliberated and thus in the 
measured at T=2K. Solid line is aßt to U<0 model of bistable donors, —^ ^g sp;n pa^g had t0 

while the dotted line for U>0 case. ocajr  ^ constitutes the first 

direct proof that indeed In in CdF2 crystals is the negative-U system, like DX centres in m-V 
compounds. Similar results (although more noisy, due to smaller concentration) were obtained for 
Ga, which thus is likely similar negative U centre. 

The fit in Fig.2 showed that with a good approximation we can assume that „within" orbit of the 
electron bound at the shallow hydrogenic state there is only ions Mn interacting with it. Therefore 
we could model the experimental data by plotting magnetisation as the difference between standard 
magnetisation of NdV (V is the sample volume) spin molecules (Mn and shallow donor) and the same 
number of Mn ions, that participate in the formation of the spin molecules. 
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AM = 2HB[(3B3) - (5/2 B5/i)J Nd V (4) 

As it is clear from Fig.3, the fit is very good in a whole magnetic field range. We also plotted as a 
dashed line, the photoinduced magnetisation that would be expected if the system was a positive U 
(i.e. both deep and shallow states being one electron states). In such a case after initial rise reflecting 
formation of a spin molecule (Mn-donor), magnetisation drops to zero, when all spin become aligned 
by the magnetic field, as there are no extra spins liberated by light. 

More advanced theoretical treatment must include fluctuations of distances between Mn and 
shallow donors, i.e. change of the exchange energy with distance. At higher temperatures, more 
distant pairs are being spin decoupled by thermal fluctuations, thus slightly changing the shape of the 
theoretical AM(H) dependence for small and medium fields. We are now in the process of 
performing such analysis [16]. For temperatures above 5K, the difference between both cases 
becomes visible only at much larger fields. From this plot it is evident again that the low filed and 
high temperature data are not sufficient to distinguish between the two cases if only some 
background spins are present. It is possible, that discrepancies between earliest data on DX centres 
in AlGaAs [10,11] may have the same source. Khachaturian et al. [10] used standard thin epitaxial 
layers on GaAs substrate, while Katsumoto et al. [11] did measurements on much thicker samples, 
but without substrate. 
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Abstract. Time dependent decay of shallow-donor-to-deep-acceptor pair emission from the 
chalcopyrite semiconductors AgGaS2 under constant laser illumination is reported. These photo- 
induced decays are well described by single exponents with time constants between 60 and 140 s 
dependent on the excitation laser intensity at 3.4 K. The dependence of the decay time on sample 
temperature is activated with a barrier height estimated to be ~2 meV. A model is proposed to 
explain the observed photo-quenching effects based on the existence of a metastable excited state of 
the deep acceptors involved. 

Introduction 
While a number of defects in semiconductors such as GaAs and related alloys have been shown to 
exhibit the phenomenon of metastability, this has not been true for the I-III-VI2 semiconductors 
with the chalcopyrite structure. The chalcopyrite semiconductors can be considered as "cousins" of 
the zincblende II-VI semiconductors!!]. They share the same difficulty in doping their larger 
bandgap (>2 eV) members p-type. It has been proposed that one reason for this behavior in the II- 
VI compounds is due to the existence of deep acceptors. In particular Park and Chadi [2]have 
proposed deep acceptors (labeled as AX centers) which exhibit large lattice displacements and 
metastability similar to the deep donor DX centers in GaAlAs[3]. However, the difficulty in 
fabricating pn-junctions makes it so far impossible to investigate deep centers in large bandgap II- 
VI or chalcopyrite semiconductors with conventional techniques such as Deep Level Transient 
Spectroscopies[4]. This difficulty does not preclude the possibility of using optical techniques to 
study deep centers in these materials. In the chalcopyrite semiconductors it is often found that their 
emission spectra are dominated by donor-acceptor pair recombination peaks[5]. In this paper we 
report the observation of quenching under constant laser illumination of this pair recombination in 
AgGaS2 containing deep acceptors[6,7]. We attribute this quenching to the optical excitation of the 
deep acceptors to an optically-inactive metastable excited state. We propose a model to explain our 
results and compare it with the well-studied DX centers. 

Experimental Details and Results 
The AgGaS2 bulk single crystals used in this experiment were grown by the horizontal Bridgman 
method using a tubular two-zone furnace. Most of the crystals are not intentionally doped. Details 
of the crystal growth process have been described before [6] and will not be repeated here. The as- 
grown crystals, even when undoped, typically show variations in color from one end to the other as 
a result of defect concentration fluctuations. Metastability is found to occur in lighter color samples 
presumably because the concentration of defects are lower in these samples. The samples were 
cooled by a variable temperature optical refrigerator and the photoluminescence spectra were 
excited by the 442.0 nm line of a 30 mW cw He-Cd laser. To minimize heating effects the size of 
the focal spot on the sample is typically about 450 urn. 

The photoluminescence (PL) spectra of AgGaS2 bulk single crystals have been studied by many 
groups already (see Ref.[5] and references therein). Typically one finds that the PL spectrum is 
dominated by a strong "green emission peak" (labeled as B in Ref. [6,7]) below the band gap and 
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centered around 2.50 eV. This peak is usually identified with donor-acceptor pair recombination. 
In some samples a weak structure may also be observed at 2.70 eV and is attributed to emission 
from free excitons (labeled as EX in Ref.[6]). In some of our samples we found that the PL intensity 
of the peak B decreases continuously as a function of time under constant laser illumination. In 
Fig.l we compare the time dependence of the peak B with that of peak EX. 

While the intensity of the EX peak 
decreases by less than a factor of two 
the peak B decreases by a factor of 
more than 50 in about 10 minutes. We 
have verified that this is not caused by 
laser induced heating since in some 
samples the peak B remains constant 
under even higher intensity laser 
illumination. Although the time 
dependence in both types of samples 
are quite different, they show, 
however, quite similar temperature 
dependence. The decay of peak B 
intensity I with time t can be fitted 
with a single exponential: 

I(t)=I(oo)+I(0)e ■t/T 
(1) 

where x is the decay time constant. 
When the sample is left in the dark the 
peak B recovers completely in about 
15 minutes. 

Figure 1.   The time decay of the peak 
B compared with the exciton peak EX 0    100 200 300 400 500 

Illumination Time (sec) 
Based on the decay information on B one can obtain an emission spectrum segment at time t~0 in 
the following way: the sample is exposed to laser light for about 10 s while the spectrometer is 
scanned at a fast rate determined by the magnitude of the signal and then left in the dark for 15 
minute to recover before another scan. To average out the change in intensity during the laser 
exposure, each segment of the spectrum is measured twice, once by scanning to higher photon 
energy and once in the reverse direction. By combining these 'averaged' segments the spectrum (a) 
shown in Fig. 2. is obtained. The spectrum (b) in the same figure shows the emission curve 
measured after the sample has been exposed to the laser for about 15 minute. This exposure is 
sufficient to quench the peak B so that the exciton peak becomes very prominent and well resolved. 
The decay time x was found to be roughly linearly dependent on laser power over the limited range 
of power available (see Fig. 3). Finally, x decreases as the sample temperature is increase. We 
have attempted to fit this temperature dependence (see Figure 4) with the following expression : 

T(T): 
0 + ae-E-"T) 

(2) 

where the three parameters T0, a and Ea are treated as adjustable and k is the Boltzmann constant. 
The solid curve in Fig. 4 is obtained with x0(the decay time at T=0)=57.4 s; a=1.27 and the 
activation energy Ea~2 meV. 
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Figure 2. The low temperature emission 
spectra of our AgGaS2 sample measured 
under two different conditions: (a) was 
measured after the sample has been 
exposed to laser for less than 10 s while (b) 
was measured after about 15 minutes of 
exposure. to 
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Model 
The peak B has already been studied by 
several groups [5]and has been identified 
with the radiative recombination of a donor 
with an acceptor. An activation energy of 
about 27 meV has been deduced from the 
temperature dependence of its intensity [6]. 
This has been attributed to the binding 
energy of a shallow donor. On the other 
hand its pressure dependence has been 
found to be larger than that of the 
bandgap[7]. Based on this observation it 
has been suggested that the acceptor 
involved in peak B is a deep acceptor[8]. 
Thus it is reasonable to assume that the 
photo-induced quenching of peak B is due 
to the optical excitation of the deep acceptors into a 
metastable excited state which is not optically 
active. 

We propose the following model to explain the 
observed time decay of the peak B. Before the 
sample was exposed to the radiation there are no 
neutral acceptors because a typical AgGaS2 sample 
is compensated and n-type. The laser excites free 
electrons and holes via absorption. These carriers 
are trapped at donors and acceptors before 
recombination. Thus under steady illumination 
neutral acceptor are continuously formed. 

Figure 3.   The dependence of the decay time r on 
the laser power. 

2500 
 r~ >        i 

2000 

AgGaS2 

(AGS#510) 

B| 496.8nm 

1500 -    3.4 K /    \ 

1000 - /         I   Ex 

500 \ A 
(a)        JS I 

0 . . 
2500 - - 

2000 • ' 

1500 - 

1000 - 

500 

0 
;<b,vv^ 

i                              i  
1 

, 
(_

.._
...

. 

Ü 
CD 
(/) 

CD 

E 
r- 
>» 
CO o 
CO 
Q 

160 

150 f 
140 

130 ; 
120 • 

110 
100 

90 

80 

70 

60 

2.0       2.2       2.4       2.6       2.8 

Photon Energy (eV) 

T=3.4 K 

^O 15        20 25        30 

Excitation Power (mW) 

This picture of bimolecular recombination is consistent with the laser power dependence of the 
initial intensity 1(0) of peak B which was found to be quadratic. We suggest that the neutral 
acceptors (represented as A0) can further be excited into states (denoted as A*) which are displaced 
in configuration space from the A0 state. This model is shown schematically in Fig. 5. As a result 
of the lattice displacement the A* excited states cannot participate in donor-acceptor pair 
recombination. Furthermore, they are metastable since there is now a barrier they have to overcome 
in order to return to the optically active ground state. From the temperature dependence of x we 
deduced a value of about 2 meV for the thermal capture barrier Ea while from the recovery time of 
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the sample in the dark we estimated the time of emission (Tem) out of the A* states at low 
temperature to be of the order of 103 s. 
  60 
Figure 4. The dependence of the decay time r 
on sample temperature. The solid curve is a fit 
of the data points with Eq. (2). 

Discussions ^ 
Within our model the photo-quenching of the 0) 
peak B under constant illumination can be 
understood if te is much longer than the S 

100 150 200 250 300 

1000fi"(K"1) 

corresponding time of optical capture (xopt). If r; 
we assumed, for simplicity, that xem is infinite >, 
and the laser is intense enough to convert all <5 
the acceptors to the neutral A0 state at t=0, Si 
then under constant illumination the acceptors 
will be continuously converted from A0 to the 
A* state until all of them are in the A* state. 
Since the A* state cannot participate in 
radiative recombination with the donors the 
intensity of the donor-acceptor pair emission 
will decrease to zero with time. Thus from the 
observed decay time of the peak B one can 
deduce Topt. In case xem is finite the steady 
state intensity I(a>) is not zero and is proportional to the ratio xovilxem. In this model we have 
assumed that the acceptors cannot be optically excited out of their metastable state. As a result topt 
and hence x should be inversely proportional to the laser intensity. The range of laser power 
available to us is unfortunately too small to verify this relation. We could not determine the decay 
time when the laser power was less than 8 mW. The reason is twofold. For low laser powers the 
emission intensity becomes too weak to be detected. Also as Topt becomes comparable to Tem at low 
laser power, the photoluminescence intensity exhibits negligible time dependence. 

Our model can explain why the photo-quenching effect is not observable in some samples. The 
incident laser excites A0 via capture of free holes while at the same time these optically-active A0 

states are depleted by excitation into the metastable A* states. In order to see the quenching effect 
the laser intensity must be high enough to generate enough holes at t=0 to convert all the acceptors 
into the neutral state. If this not the case then the depleted neutral acceptors A0 can always be 
replaced via the capture of free holes by the remaining reservoir of A" acceptors. Thus the 
availability of samples with low enough acceptor concentrations is crucial to the success of this 
experiment. 

At this point there is not enough data to make a more definitive identification of the nature of the 
metastable A* state of the acceptors nor to specify its charge state. While one is tempted to attribute 
this A* state to a negative U center like the DX center; one finds many significant differences 
between these deep centers and the now familiar DX centers. For example, the relaxed DX" state is 
the ground state while the unrelaxed free electron in the conduction band is metastable. We note, 
however, that in the present case the ground A0 state is unrelaxed and only the excited state is 
relaxed: The emission and capture barriers height in these deep acceptors are smaller than those 
found in DX centers by about two orders of magnitude. Finally, the quenching of the pair emission 
does not seem to be accompanied by the appearance of new peaks nor in the enhancement of the 
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exciton emission. Thus these deep acceptors acts as an efficient channel for non-radiative 
recombination. 

Conclusions 
In summary, we have discovered that deep acceptors in the chalcopyrite semiconductor AgGaS2 
exhibit the phenomenon of photo-induced quenching in their photoluminescence. We interpret this 

Figure 5.    A schematical configuration coordinate diagram proposed to explain the photo- 
quenching of the donor-acceptor pair emission peak B. 

Energy 
A 

0 Configuration 
Coordinate 

result in terms of the optical excitation of the neutral acceptors into an optically-inactive metastable 
excited state. The thermal capture barrier height and the emission time of this metastable state have 
been deduced from our results. 
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Abstract: This paper reports results of positron lifetime, Doppler-broadening, photoluminescence, 
and X-ray investigations to study the fundamental nature of point defects in CuInS2, CuInSe2, 
AgInSe2, AgInS2 and AgGaS2 semiconductors and, for the first time, provides direct evidence of the 
charge state of the defect configuration. The I-ffl-VI2 (I = Cu, Ag, m = In, Ga and VI = S, Se) bulk 
crystals were grown using a direct fusion technique followed by slow directional solidification. The 
whole growing process took about 14 days ensuring crystals of very high quality. The Rietveld 
method for structure refinement was used to study the synthesised samples. Positron states and 
annihilation rates are also calculated. The calculations are based on the generalized gradient 
approximation (GGA) for the electron-positron correlation effects. It improves the predictive power 
of positron lifetime calculations over those based on the local density approximation (LDA). 

Introduction 

The ternary chalcopyrite compounds I-III-VI2 (1= Ag, Cu in= Al, Ga, In VI= S, Se, Te) are direct 
energy gap semiconductors. These compounds show interesting opto-electrical properties which can 
be applied in various fields, such as photovoltaics (CuInSe2) electro-luminescent devices (CUL1S2) 
and non linear optics (AgInSe2 and AgGaS2) [1]. Most of these materials are not very well 
characterized. Point defects play a crucial role for the optical and electrical properties. The 
behaviour of these defects under different conditions and especially their microscopic identification 
are of great importance for opto-electronic devices. Very important are the deep levels in the gap 
induced by defects. The band gap of the I-III-VI2 compounds are substantially smaller than those of 
II-VI compounds and are strongly influenced by the local structure, such as chemical order and 
bond length through p-d hybridizations in the valence band [2]. 
The crystal structure of the chalcopyrite belongs to the nonsymmorphic space group I42d (eight 
atoms per primitive unit cell). It is an isoelectronic analogue of the II-VI binary compound 
semiconductors, in that the atoms II are substituted alternately by a group-I and a group-in atom 
[3]. This substitution leads to a doubling of the Zinc-blende (with space group F43m) unit cell 
along the tetragonal c-axis [for example the Zn atoms (valence 2) in ZnSe are replaced by Cu 
(valence 1) and In (valence 3) atoms in CuInSe2]. Each anion is coordinated by two group I and two 
group HI cations, whereas each cation is tetrahedraly surrounded by four group VI anions. The 
chalcopyrite crystals show some interesting structural anomalies in comparison to their binary 
analogous [4]. First, there are two cation sublattices rather than one, leading to the existence of two 
pairs of unequal bond length RJ.VI * Rm-vi- Second, the unit cell is tetragonally distorted with a 
distortion parameter r|=c/2a, differing from 1 by as much as 12 % [5]. Third, the anions are 
displaced from the ideal tetrahedral sites by an amount xyi *l/4. 
A wide variety of techniques have been employed to investigate the intrinsic (vacancies, 
interstitials, and grain boundaries) and extrinsic (e.g., oxygen impurities) defects in chalcopyrite 
compounds using photoluminescence, deep-level transient spectroscopy, atomic processing 
microscope,   cathodoluminescence   and   photoacoustic   spectroscopy   [6].   Recently,   positron 
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annihilation spectroscopy has proved to be a valuable tool in studying atomic size defects and their 
interactions in semiconductors. Most of the theoretical and experimental positron work has focused 
on Si, ni-V and II-VI compounds [7,8]. Until now, to our knowledge, ternary systems like CuInSe2, 
CuInS2, AgInSe2, AgInS2, and AgGaS2 are not investigated by this method. 

Crystal Growth and Experimental Procedure 

Bulk Crystals were prepared by melting a mixture of the constituent elements (purity 99.999%). 
The charge was about 9 gm which was loaded into a cylindrical quartz ampoule of 18 mm diameter 
and 12 cm length. The ampoule was sealed under vacuum of 10"6 Torr and then heated in a vertical 
furnace. The detailed thermal treatment will be described elsewhere [9]. The whole growing process 
took about 14 days to ensure crystals of highest quality. The grown ingot had a length of about 2 
cm. 
This ingot was cut into several disks, and the two faces of each disk were polished for energy 
dispersive X-ray (EDAX) analysis. The chemical composition of each disk was checked at several 
positions using a Philips 505 scanning electron microscope (SEM) equipped with an EDAX DX4 
system comprising a Si(Li) detector. The quantification analysis was calibrated with high pure 
constituent elements as standards. It was found that the disk composition was homogeneous. 
Powder diffraction data were collected with an automatic step-scan Siemens D-501 powder 
diffraction system. CuK« radiation was utilised. The divergence slits located in the incident beam 
were selected to ensure complete illumination of the specimen surface at 12° (20). The range of 
observation was 10°< 29 < 120° with a step width of 0.02°. The counting time per step was 20 s. At 
the end of the data collection the stability of the intensity of the incident beam was checked by 
recording the first lines of the pattern. The error of 29 was tested with single crystal silicon as a 
calibration sample. For the chalcopyrite structure the atomic positions with the atomic local 
symmetries for I-III-VI2 are as follows (International Table for X-Ray Crystallography, 1983): 

4 I a 4 (0    0     0)     (0   1/2 1/4) 
4 m b 4 (0    0 1/2)     (0   1/4 3/4) 
8 VI d 2 (x 1/4 1/8)    (x  3/4 1/8) (3/4 x 7/8)    (1/4 x 7/8) 

The structure refinements have been done with the Rietveld profile program DBW3.2S [10]. The 
complete set of results for the best fit are given in Table 1, for more details see Ref. [11]. All of the 
samples showed a chalcopyrite structure without inclusions of any other binary or ternary second 
phases. Photoluminescence spectra (PL) of CuInSe2 were obtained at temperatures between 5 K and 
40 K by using a 514 nm Ar laser with 100 mW incident power. The signal was detected by a Ge 
detector. 

Table 1. Compositions and crystallographic parameters of the compounds 

Sample I: HI: VI Atom % a    (A) c     (Ä) X 

CuInS2 24.84 : 24.34 : 50.82 5.5219(2) 11.1330(1) 0.2298(2) 
CuInSe2 25.31 : 25.72: 48.97 5.7878(1) 11.6189(2) 0.2341(1) 
AgInS2 25.61 : 25.13: 49.26 5.8718(1) 11.2152(3) 0.2501(3) 
AgInSe2 24.90:24.79:50.31 6.1041(1) 11.7075(3) 0.2566(5) 
AgGaS2 24.75:25.09:50.16 5.7571(2) 10.3028(4) 0.2907(3) 

For the positron lifetime and Doppler-broadening experiments two disks of each sample were used. 
Positron lifetime measurements were carried out with a fast-fast lifetime spectrometer with a time 
resolution of 190 ps (full width at half maximum, FWHM). The lifetime spectra were repeated four 
times, each spectrum containing 5xl06 counts. After source corrections (to take into account 
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annihilations in the source supporting foil and the surface of the samples) the lifetime spectra were 
analysed with two exponential decay components [12]. The positron experiments were done in the 
temperature range from 10 K to room temperature. Doppler-broadening of the annihilation radiation 
line was recorded by a Ge detector with an energy resolution of 1.18 keV. The shape of the 511 keV 
annihilation line was characterised by the conventional S parameter. Doppler spectra were repeated 
ten times (each containing 2.5xl06 counts in the 511 keV energy range). 

Model calculations 

The positron annihilation rate X, which is the inverse of the positron lifetime, is proportional to the 
electron density at the site of the annihilation and can be calculated for the positron state y+(r) as 

A = nr§cJdT|\|/+(?)| n_(r)y(r) (1) 

where ro is the classical electron radius, c the speed of light, «_ the electron density and y the 
enhancement factor of the electron density at the positron. It takes into account the electron-positron 
correlation effects. As far as only the positron annihilation rates are considered a non-self-consistent 
electron density is sufficient. This ensues from the fact that the positron lifetime is determined by 
the integral over the product of positron and electron densities. The positron density relaxes 
following electron charge transfer and therefore has the tendency to conserve the value of the 
overlap integral [13]. This property of the positron annihilation rate enables an efficient and 
practical method (superimposed atom method [14 , 15] to calculate positron states. It is based on the 
approximation of the host electron density by the superposition of free atoms. The positron 
annihilation characteristics were calculated for perfect CuInSe2 and AgInSe2. The enhancement 
factor Y is calculated within the generalized gradient approximation (GGA) [16] scheme. A 
supercell geometry with periodic boundary conditions is used. The size of the supercell for the 
chalcopyrite structure studied is 64 atomic sites. In the case of ideal vacancies, one site is left 
unoccupied and the neighbouring ions are not allowed to relax from their ideal lattice positions. The 
differences in the electronic structure between the different charge states are not taken into account 
in the atomic-superposition method. However, it has been shown that the dependence of the 
positron lifetime on the charge state is quite small if the ionic relaxation is omitted (see Ref. 17). By 
sampling over two k-points (r-point and the corner points of the Brillouin zone) the dependence of 
the positron lifetimes in vacancies on the supercell size could be reduced [18]. 

Results and Discussion 

The calculated positron lifetimes are given in Table 2. According to the macroscopic cavity model 
the single vacancy is regarded as a macroscopic cavity of volume Vv=47t/3 rw

3 , where rw is the 
effective Wigner-Seitz radius of the missing atom [19,20]. Therefore, the volume of Vse is equal to 

o 3 
22.36 A in both CuInSe2 and AgInSe2- But, due to the different electronic environments the 
annihilation characteristics of the trapped positrons are different for CuInSe2 and AgInSe2- In 
Figure 1 the calculated wave functions for a free positron and a positron trapped in a selenium 
vacancy for CuInSe2 are shown. Measurements in the temperature range between 10 - 300 K did 
not show any remarkable changes in the positron parameters [21]. Figure 2 shows the measured PL 
spectrum of CuInSe2. The transitions at 0.937 eV and 0.918 eV are assigned to VSe — Cui„ and VSe 

— Vcu, respectively, as suggested in [22]. The emission intensity decreases very rapidly with 
temperature. From the PL results there is evidence that the sample contains Selenium vacancies. 
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Figure 1. Positron wave function for CuInSei    (a) bulk       (b) Vse 

Table 2. Calculated positron lifetimes in bulk and the vacancy sites for CuInSe2 and AglnSe: 
Xc is annihilation rate with core electrons, ~kv with valance electrons. 

Sample %      (ps) Vse     (ps) Xc     (ns" ) A.v    (ns" ) 

CuInSe2 
AgInSe2 

261.7 
286.3 

289.2 
315.2 

0.683 
0.683 

3.138 
2.811 

> 
H 
CO z 
UI 
I- z 

0.85 0.90 0.95 

Energy  (eV) 

Figure 2. Photoluminescence spectra of CuInSe2 for different temperatures 

Groenink and Janse [23] have calculated the defect chemistry of a ternary compound of I-III-VI2 
type. According to their intrinsic defect model the ternary compounds are dominated by an 
acceptor-donor majority defect pair. The conditions for the existence of such a pair can be described 
by two parameters, called nonmolecularity Am and nonstoichiometry As, as defined as 
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A [I]    , Am= [5T1 and, AS: 
2 [VI] 

[i] + 3[m] (2) 

where [I], [III] and [VI] represent the total concentration of group I, IH and VI atoms in the crystal, 
respectively. Among the lattice defects, some of them are more probable and stable than others. In 
Table 3 the values of Am and As for different defects are summarised. The group VI element 
vacancies, for example, have a rather small energy of formation [24] and probably play an 
important role in the n-conductivity. On the other hand, the cationic sites act as negative charges 
and will be able to trap one (for Vcu) or several (for Vi„) holes [24]. 

Table 3. Composition conditions for the various defects [23]. 

Defect Am As 

Vyi and antisite 
Vm and VI; 
Vi 

>0 
>0 
<0 

<0 
>0 
<0 

In Table 4 the deduced defects together with the experimental positron lifetimes and intensities are 
shown. The ratio %2ll\, is in the range 1.10-1.16 showing that the defects are of monovacancy-type 
[25]. The bulk lifetime is related to the volume of unit cell (Table 1) the vacancy lifetime, however, 
to the volume of cavity. The charge density surrounding the cavity is controlled by the anion 
displacement. The charge along the I-VI bond is generally more polarised towards the anion site 
than that along the III-VI bond [3,4]. The valence-electron contribution can thus explain most of the 
changes in the positron lifetime within the Cu-based and Ag-based compounds. The reduced 
electron density increases the positron lifetime in a vacancy. On the other hand, the anion 
displacement act on the S parameter, as can be seen Table 4. 

Table 4. Decompositions of the lifetime spectra at 300 K and deduced defects 

Sample Ti       (ps) T2       (ps) I2   (%) xb     (ps) S Defect Cavity volume 
(Ä3) 

CuInS2 168(1) 289 (2) 87 264 0.4676 (2) Vm 36.77 
CuInSe2 160 (4) 294 (5) 87 265 0.4776 (6) VSe 22.36 
AgGaS2 140(1) 303 (2) 89 269 0.4646 (1) VAp 

44.11 
AgInS2 186(2) 276 (3) 68 238 0.4559 (2) VS 

17.77 
AgInSe2 203 (3) 323 (1) 77 284 0.4788 (2) VSe 

22.36 

Conclusions 

The intrinsic defect model, together with the positron lifetime measurements and theoretical 
calculations give evidence that in CuInSe2 and AgInSe2 the observed defects are selenium 
vacancies, in CuInS2 indium vacancies, in AgGaS2 silver vacancies and in AgInS2 sulphur 
vacancies. Positron lifetime measurements in the temperature range between 10 and 300 K for 
CuInSe2 and AgInSe2 did not show any remarkable changes in the positron annihilation parameters 
showing that the vacancies are in the neutral charge state. It turns out that the defect lifetime 
component is related to the volume of the cavity. 
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Abstract 

We report on absorption and luminescence experiments under applied magnetic fields on Cu- and 
In-rich polycrystalline CuIn(Ga)Se2 thin films. Making use of the selection rules of the absorbed 
polarized light we are able to identify the free exciton transition. We study its behavior as a func- 
tion of the Cu/(In+Ga)-ratio (stoichiometry) and as a function of temperature to obtain the room 
temperature excitonic band gap. The two prominent donor acceptor pair transitions in Cu-rich 
films can clearly be distinguished by monitoring the degree of polarized emission in a magnetic 
field. 

I. Introduction 

Thin film solar cells made of CuInSe2 absorbers show efficiencies above 10 % when the Cu/In 
ratio is around 0.91, i.e. far away from stoichiometry Stoichiometric and slightly Cu-rich 

polycrystalline layers produced 
in the rapid thermal processing 1 400 

W a ve le ng th (n m ) 

1300 1200 

0,95       1,00 

E n e rgy (e V ) 

Fig. 1. PL and MCPE-spectra of a nearly stoichiometric sample at 
1.6 K and B=3 T. All PL lines appear also in the MCPE-spectra, 
but the two transitions lowest in energy have an inverted sign. 

technique [1] show pronounced 
donor acceptor pair recombina- 
tion, however, almost no traces 
of free or impurity bound exci- 
ton radiative recombinations. In 
In-rich films rather broad single 
recombination lines are ob- 
servable [4]. An important as- 
pect is whether these rather 
large deviations from the nomi- 
nal Cu/In ratio of 1 are accom- 
panied by disorder, band tailing, 
secondary phases etc. and how 
much the intrinsic properties of 
CuInSe2 i.e. the band gap 
energy or exciton binding ener- 
gies are changed. The absence 
of radiative excitonic recombi- 
nations made it necessary to use 
absorption  experiments  in  the 
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presence of an external magnetic field. In this work MCD (magnetic circular dichroism) and 
MCPE (magnetic circular polarization of the emission) experiments were carried out. 

II. Experimental 

Our setup consists of a helium bath cryostat with a superconducting magnet. Maximum magnetic 
field is 4 T and the coils are arranged in a way as to permit optical access along the magnetic field 
direction. By pumping on the sample chamber temperatures down to 1.6 K can be achieved. For 
photoluminescence (PL) excitation and the MCPE experiments we used the 488 nm line of an 
Ar+-laser, the light source in optical absorption and in the MCD experiments was a halogen lamp 
in connection with a SPEX 0.2 m monochromator. The same monochromator was also used for 
scanning the luminescence intensity in PL and MCPE. The signals were detected with a liquid 
nitrogen cooled Germanium detector (model North Coast). 

HI. Experimental results 

A. Photoluminescence and magnetic circular polarized emission 

In a magnetic field the spin substates of e.g. a defect level split and radiative transitions along the 
magnetic field axis are then sensitive to the polarization of the light. In the experimental tech- 
nique of Magnetic Circular Polarization of the Emission (MCPE) one measures the difference in 

the luminescence intensity of right- 

a) +3 
+2 
+ 1 
0 
-1 
-2 
-3 

1/3 1 1 

b) 
m 

+ 1 

1/3 

a c 

and left-circularly polarized light. 
For that purpose a quartz polarizer 
is inserted into the light beam 
which is modulated with a fre- 
quency of 50 kHz and which alter- 
natively transmits right- and left- 
circularly polarized photons. 
In fig. 1 is shown a typical PL 
spectrum of Cu-rich CuIn(Ga)Se2 
thin films together with the MCPE- 
signal recorded at a magnetic field 
of 3 T. It is apparent that all the PL 
lines also appear in the MCPE 
spectrum. But a striking feature of 
the MCPE curve is that the signals 
of the two transitions lowest in 
energy have an inverted sign com- 
pared to the two high energy lines. 
Both lines at 0.96 eV and at 0.90 
eV are due to donor-acceptor-Pair 
(DAP) transitions, each followed by 

Fig.2. Magnetic sublevels of the combined donor-acceptor-state phonon replicas [2]. Our MCPE 
in a magnetic field when a) an effective mass acceptor with results now confirm that two dif- 
J=3/2 and b) a semi-deep acceptor with J=l/2 is assumed. The ferent acceptors are indeed in- 
dependence of the MCPE-signals on the magnetic field is volved in the these two transitions, 
shown in the lower part. We assume the shallower one is 
effective-mass like and the other one semi-deep. With this assumption the different signs in 
MCPE can be explained as follows: 

B 
-► 
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Consider first the case of an effective-mass acceptor. After photo-excitation the electrons are 
captured at the donors and the holes at the acceptors. The ground state of the donor (occupied by 
one electron) has J=S=l/2 whereas the hole at the acceptor has J=S=3/2. The magnetic sublevels 
of the combined donor-acceptor-state in a magnetic field are shown in fig. 2.a. After recombina- 
tion of the carriers the total angular momentum is zero. The allowed radiative transitions 
(Airij=±l) are indicated in fig. 2.a as arrows together with the relative transition probabilities [3]. 
To calculate the MCPE intensity one has to know the population probabilities on the different 
sublevels which we assume follows a Boltzmann distribution. For the holes the highest lying 
level is most strongly populated, for the electrons it is the lowest lying one. The calculated MCPE 
intensity is then 

,        _N N  3exp(ggX) + exp(g„X)-3exp(3g,,X)-exp((gc+g„)X) 
'MCPE  ~ "r"A 3(l + exp(geX))(l + exp(g,X) + exp(2g;iX) + exp(3gÄX)) 

where Ne and Nh are the total number of electrons and holes in the donor- and acceptor-levels 
respectively, ge and gh their g-factors (which are unknown) and X=(o.BB/kT. B is the magnetic 
field strength, T the temperature, k is the Boltzmann constant and |IB is the Bohr magneton. The 
resulting dependence of the MCPE intensity on the magnetic field is shown in the lower part of 
fig. 2. 
Now consider the case when the involved acceptor is semi-deep. Then the orbital angular mo- 
mentum of the hole is quenched and the total angular momentum in the ground state is J=S=l/2. 
In that case the splitting scheme of the combined donor-acceptor-state is simpler (fig. 2.b). Again 
assuming a Boltzmann distribution in the sublevels the calculated MCPE intensity is 

/        = M'  N' 1 MCPE        "  e 'v  h 

1 
(l + exp(geX))(l + exp(-gAZ))    (l + exp(-geX))(l + exp(gAX)) 

Using the same parameters as above the magnetic field dependence of the signal looks as shown 
in fig. 2. The sign of the MCPE in the latter case is opposite to the one obtained for an effective- 
mass type acceptor. 

B. Absorption and magnetic circular dichroism 
The method of the Magnetic Circular Dichroism of the Absorption (MCD) is closely related to 
the method of MCPE described above. The basic setup is that of an absorption measurement. In 
addition a magnetic field parallel to the light beam is applied. Again the modulated quartz po- 
larizer is inserted into the beam, and the difference in absorption of left- and right-circularly po- 
larized light is measured. The strength of the MCD is defined as 
lMCD=(Tr-T,)/(Tr+T,) 

where Tr and Ti are the transmitted intensities of right- and left-circularly polarized light, respec- 
tively. 
In an applied magnetic field the spin 1 state splits into the three sublevels according to the differ- 
ent magnetic quantum numbers mj. Absorption of left- and right-circularly polarized photons oc- 
curs now at slightly different energies. The point where the MCD signal is zero between the two 
extrema gives the energetic position of the involved excited state. 
In fig. 3. the MCD signal at B=2 T of a slightly In-rich Cu(In,Ga)Se2 thin film is shown together 
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Wavelength  (n m 

1240 1220 1180 1160 

Fig. 3. Absorption and MCD-spectra of a slightly In-rich sample at 1.8 
K. The free exciton at 1.044 eV can be detected as a relatively broad 
peak in absorption and as a derivation structure in MCD which is much 
better pronounced. 

with the absorption curve. 
The free exciton structure 
is visible already in ab- 
sorption, but it is not very 
well resolved. In contrast 
the MCD signal which is 
not influenced by the 
background absorption is 
very pronounced. The en- 
ergetic position of the free 
exciton can be determined 
very precisely to be 1.044 
eV. 
At low temperatures the 
band gap can be calculated 
by adding the binding en- 
ergy of the free exciton to 
its energetic position. The 
binding energy ER is found 
to be 

E„ =\3.6-^-eV B s2 

where \i is the exciton 
mass and e the dielectric 

constant for which we took 13.6 [6]. Inserting the parameters we get EB~6 meV and Egap~1.050 
eV at low temperatures. As can be seen in fig. 4. the excitonic band gap increases slightly up to 
100 K and afterwards shrinks up to RT with a slope of 7 meV/ 100 K. The RT band gap of 

CuInSe2 can be estimated 
tobe 1.035 eV. 
The optical properties of 
CuIn(Ga)Se2 thin films 
change drastically when 
the layers are grown with 
an increasing excess of 
indium. As has been re- 
ported before photo- 
luminescence (PL) de- 
tects relatively sharp and 
well resolved lines for 
Cu-rich layers and only 
one very broad band for 
In-rich films [4]. Corre- 
spondingly the absorp- 
tion edges become more 
and more smeared out as 
one turns from the Cu- 
rich to the In-rich side. 
We performed MCD 
measurements   on   sam- 
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Fig.4. Dependence of the excitonic energy determined with MCD on the 
temperature. Above 100 K the excitonic band gap decreases with a slope 
of7meV/100K. 
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pies with varying Cu/(In+Ga)-ratios and within experimental error obtained for all films the same 
MCD signal and spectral dependence. 

IV. Conclusion 

We studied the free exciton properties in Cu- and In-rich polycrystalline CuIn(Ga)Se2 thin films 
with the use of the magnetic circular dichroism of absorption. Its energetic position at 1.044 eV at 
low temperatures does not depend on the stoichiometry of the films. Above 100 K the excitonic 
band gap decreases with a slope of 7 meV/100 K and allows for an estimate of the room tem- 
perature band gap of CuInSe2. It is 1.035 eV. The two dominant donor acceptor pair transitions in 
Cu-rich CuInSe2 films are studied by the magnetic circular polarized emission technique. They 
differ in the sign of polarization, which can be explained under the assumption that the shallower 
acceptor behaves effective-mass like (J=3/2) whereas for the deeper one the orbital momentum of 
the hole is quenched (J=l/2). 
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We report on electron paramagnetic resonance (EPR) investigations of ß-Ga2C>3 single crystals 
which behave under suitable preparation conditions insulating or conducting. We identify as trace 
impurities Iron, Chromium and Titanium in the 3+ charge states. The EPR of the shallow donor 
which in conducting crystals exhibits properties of electrons in the conduction band is studied in 
detail. Its linewidth is independent of temperature from 4.2 to room temperature. The resonance 
position depends however on temperature, but can be explained by a nuclear hyperfine interaction 
due to the Overhauser effect. 

Introduction 
Gallium oxide ß-Ga203 is a wide band gap semiconductor with a band gap of 4.7 eV at room 
temperaturefl]. It exhibits interesting intrinsic properties with applications in dielectrics, especially 
important is here the oxide layer on GaAs, and as gaseous sensors [2] were Ga203 competes with 
ZnO and Sn02. Its conductivity has to be controlled in order to form metal (e.g. Pt) oxide 
semiconductor sensors. However, depending on growth conditions Gallium oxide can be an 
insulator or semiconductor. Growing under oxidizing conditions results in insulating crystals while 
crystals grown under reducing conditions are conducting. Its n-type conduction is thought to be 
controlled by oxygen vacancies according to the earliest reports [3]. They should act as shallow 
donors with binding energies around 30 meV. There are reports of EPR on transition metal 
impurities [4-7], 
Recently Gourier et al [8] demonstrated a bistable Overhauser effect on the conduction band spin 
resonance (CESR) of oxygen deficient Ga203. It is observable from 4.2 K up to room temperature. 
For these investigations free electron concentrations around 1019 cm"3 were necessary. Binet et al 
[9] studied by EPR and ENDOR Ti in the 3+ charge state. No CESR was seen in these Ti doped 
crystals and they explained this observation by the efficient trapping of electrons at Ti4+. In our 
investigations we were able to observe the shallow donor resonance as well as the CESR in crystals 
prepared under oxidizing resp. reducing conditions. 

Experimental 
We used a BRUKER EPR spectrometer (ESP300E) at X-band frequencies equipped with a 
continous flow cryostat (OXFORD) for the temperature range from 4.2 to 300 K. Fig. 1. gives an 
overview of the EPR signals seen in an insulating crystal. 
As trace impurities we identify iron and chromium in the 3+ charge states. In addition a slightly 
anistropic signals is seen by EPR around g=1.95 which shows partially resolved ligand hyperfine 
(lhf) structure. From ENDOR we can demonstrate that the lhf arises from next nearest neighbor 
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Gallium nuclei in distorted tetrahedral and octahedral coordination (the crystal structure is 
monoclinic C2/m). The defect with S=l/2 has the same g-values as reported by Binet et al [9] for 
Ti3+. Indeed the presence of Ti was confirmed by SIMS on our nominally undoped crystals. Ti 
resides in the Gallium sublattice. 

Magnetic field (mTJ 

Fig.l: EPR spectrum of a non conducting ß-Ga203 crystal showing the presence of Fe3+, Cr3+ and 
Ti3+. In the inset details of the Ti3+ and of the shallow donor signal are seen. 

At low temperatures there is hardly any signal from the shallow donors nor from the electrons in 
the conduction band. The many line spectrum arises from Ti3+ and will not be discussed further. For 
more details see ref [9]. However, at elevated temperatures one notes the appearance of a single 
Gaussian line (see Fig.2.a) which is dominating at room temperature. 
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M agnetic field (mT) 

338  340  342  344  346  348  350 

M agnetic field (m T) 

Fig. 2: Temperature dependence of the EPR (a) for a nonconducting and (b) for a conducting 
Gallium oxide crystal 

Its intensity increase is thermally activated with two activation energies, at lower temperatures Eai 
is «1.8 meV, between 100 and 300K the activation energy Ea2 is «7.3 meV. One notes a slight shift 
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of the resonance position to high field values as the temperature is increased (see Fig.3). The line 
width is (2 ±0.4) G and shows no broadening over the complete temperature range. From the 
angular dependence one obtains the room temperature components of the g-tensor: &= 1.95 90, 
gy=1.9616 and g2=1.9635 in agreement with Binet et al [9] which attribute this signal to the CESR, 
i.e. delocalized electrons. 
The conducting crystals behaved completely different (see Fig.2.b). At low temperatures only an 
approx. 35 G broad feature is seen at the resonance position of the donor. This signal sharpens and 
at 100 K the line width has decreased already by a factor of 10. At room temperature the line width 
is 2 G, the line shows a pronounced asymmetry typically for a Dysonian indicating contributions 
from dispersion and absorption. By scaling the line shape according to the width of the line one 
finds that this Dysonian line shape exists from low to high temperatures. The integrated EPR 
intensity when correcting for the Boltzmann factor shows again thermally activated behavior 
however this time the intensity decreases from 4.2 K to approx. 50 K with an activation energy of 
«1.3 meV and from 50 K to room temperature with an activation energy of «7.5 meV. 
The resonance position also depends on temperature as is shown in Fig.3. In this case the 
resonance position shifts from higher magnetic fields to lower magnetic fields. The anisotropy of 
the lines is identical over this temperature range within experimental error. 
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Fig.3: Dependence of the line position of the donor (a) and electron in conduction band (b) 
resonance on temperature 

Discussion 
The crystal structure of ß-Ga203 is monoclinic with the space group C2/m and the lattice 
parameters a=12.23 A, b=3.04 A and c=5.8 A and ß=103.7° [9], The Gallium atoms are 
tetrahedrally and octahedrally coordinated. In an extended Hueckel calculation Binet et al [9] 
concluded that the conduction band is strongly anisotropic and conduction electrons at the 
conduction band edge would be much more delocalized along b than perpendicular to this 
direction. Indeed the deviation of the donor g-value from the free electron value as well as its 
anisotropy can be understood from the bandstructure parameters. As, however, details of the 
valence as well as the conduction bands are hardly determined, we do not intend to go into a 
detailed kp calculation procedure as has been done for other semiconductors [10]. We can 
compare with other wide bandgap semiconductors such as GaN and ZnO [11]. Both commonly 
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crystallize in the wurtzite structure and the valence band is splitted into light, heavy and spin orbit 
split hole states by a combined interaction of crystal field and spin orbit interaction. For both 
compounds the spin orbit splittings are small of the order of 5-10 meV. This will probably hold for 
Ga203 too. Due to the axial symmetry in GaN and ZnO we have two components (parallel and 
perpendicular to the c-axis of the crystals) for the g-values of the donors, the anisotropy is small 
and the mean g-values are 1.95 and 1.96 for GaN and ZnO, respectively. The deviation from the 
free electron g-value of 2.0023 is explained within the kp approach by a coupling of the valence 
band with the conduction band. The relevant parameters which enter are: band gap energy, spin 
orbit splitting energy and the interband matrix element. Certainly the band gap of Ga203 is higher as 
compared to ZnO (3.3 eV at 4.2 K) and GaN (3.5 eV at 4.2 K) but one can nicely compare with 
AlxGai.xN alloys which span the band gap from 3.5 eV (x=0) up to 6.2 eV (x=l). There are now 
data available of EPR on the shallow donors in AlxGai.xN which demonstrate the shift from g=1.95 
(GaN) to g=1.96 (AlxGai.xN with x=0.26) [12]. For this composition the energy gap is around 4.3 
eV thus not far away from Gallium oxide. Hence one can understand the g-value within the 
standard k-p approach, the lower crystal symmetry leads to the three components in the g-tensor 
instead of two for wurtzite ZnO and GaN. 
The donor binding energy has been infered from Hall effect measurements [3] but only an 
approximate value was given. From the temperature dependence of the Hall effect and the 
resistivity an activation energy of 0.02 to 0.03 eV was obtained [3]. This is the order of magnitude 
one would also calculate from an effective mass theory model. The binding energy in cubic 
symmetry neglecting anisotropies in the electron effective mass and the dielectric constant is 

E„= 13.58 me*/ s2 ineV 
The parameters found [9] for Ga203 are: me* = 0.3 m0 and e=8.3. This gives for the binding energy 
a value of 58 meV in reasonable agreement with the Hall data where details about the electrical 
properties (compensated, uncompensated) were not specified. With such an energy depth one 
expects the semiconducting to metallic behavior (Mott transition) to occur for concentrations 
above 1019 cm"3 as evidenced from the CESR experiments in ref. [8]. In the case of low doping 
and/or partial compensation the EPR observation of the shallow donor depends on the position of 
the Fermi level. For the non conducting crystals the number of donors as measured by EPR was 
approx. a factor of 20 lower, thus in the mid 1017 cm"3 range. With a binding energy of 58 meV one 
expects that a substantial fraction of the donors will not be ionized at RT (having in mind that kT at 
room temperature is 26 meV) and the donor resonance should persist up to room temperature with 
a marginal decrease in intensity. The first item is observed, the second one not, since instead of a 
slight decrease a thermally activated increase is found. 
The next point we address is the shift of the line position of the donor resonance in non conducting 
crystals. We noticed that the resonance position is temperature dependent (see Fig.3) and for clarity 
this effect is shown in Fig.4 on an expanded scale. The field difference between 4.2 K and RT is 
approx. 1.7 G and we attribute this shift to the Overhauser effect. It is given by 

Bn = A/g*uB<Iz> (1) 
where A is the isotropic Fermi contact interaction, g* is the donor g-value, uB is Bohr's Magneton 
and <Iz> is the ensemble average of the nuclear polarization for each nucleus. 

<Ip> = *ynI(I+l)/3kT (2) 
The electron spin thus feels an effective field Beff 

Bcff=B0 + Bn (3) 
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where B0 is the external magnetic field. The Gallium nuclei (nuclear spin 1=3/2) have together 
100% abundance in contrast to the oxygen nuclei (1=0, 99.96 %) and the hyperfine interactions will 
almost completely be caused by Gallium nuclei. 
The shift in resonance position as infered from eq.2 is given by B/T and this is indeed observed as 
shown in Fig.4. The intercept at the magnetic field axis gives the resonance position in the absence 
of nuclear effects. We also note that the g-anisotropy is identical for low and high temperatures 
apart from the offset in B„. 

1/T0C') 

Fig.4: The resonance position of the shallow donor as a function of the inverse temperature 
showing the influence of the Overhauser effect. 

The behavior of the donor/electron in conduction band resonance in conducting crystals is, 
however, puzzling. With increasing temperature the g-value tends towards the free electron g-value 
(see Fig. 5). This behavior cannot be explained by the Overhauser effect. An explanation has to be 
searched by taking into account that EPR detects the carriers not at the bottom of the conduction 
band. Due to the high carrier concentration the Fermi level is in the conduction band and the 
electrons have excess kinetic energy E. The g-value will be energy dependent [13] 

g*(E) = go+ßE (4) 
where ß is a constant to be determined from experiment. For the kinetic energy of the electrons one 
assumes a Maxwell Boltzmann distribution and one introduces an average g-factor [14]: 

<g*>: 
J g* (E) D3D (E) exp (-E / kBT) dE 
_0  

oo 

fD3D(E)exp(-E/kBT)dE 

(5)     with   Diu(E) = 1     2m 
2 TiH h 

(6) 

Our calculation shows that one obtains a linear dependence (see Fig. 5) over a wide temperature 
range. The constant ß is 0.11. This a very reasonable value in view of the large electron effective 
mass. Further details will be published elsewhere [15]. Deviations at higher temperatures are at 
present not understood, whether the temperature dependent changes in the conduction and valence 
bands are responsible has to be clarified in future experiments. 
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Fig. 5: Temperature dependence of the g-factor of the electron in conduction band resonance. The 
drawn line is fit using eq.4. 

Conclusion 
EPR shows the presence of shallow donors and electrons in the conduction band in ß-Ga203 

depending wether the bulk crystals are non conducting or conducting. The properties of the 
shallow donor resonance are influenced by the Overhauser effect. Although the fundamental band 
structure parameters are not very well established by a comparison with other wide band gap 
semiconductors reasonable understanding can be achieved with respect to the shift of g-factor from 
the free electron value. In the conducting crystals the resonance position as a function of 
temperature is influenced by the kinetic energy of the carriers in the conduction band giving rise to 
an energy dependent g-factor. 
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Abstract. I report total-energy electronic-structure calculations within the local density 
approximation in density functional theory performed for oxygen vacancy V in a-quartz. 
I find (i) that the O vacancy has a variety of charge states from V++ to V~ depending on 
the location of the electron chemical potential in the energy gap, (ii) that for V° and V+, 
the O vacancy shows structural bistability, and (iii) that a set of charge states { V++, V+, 
V° } is an effective negative-U system which is accompanied by a charge-state dependent 
structural transformation. 

Introduction. 

Si02 that is easily formed by Si oxidation is an important material in semiconductor tech- 
nology, working as a high quality insulator in devices. With decreasing oxide thickness, 
however, degradation of the insulating properties has been observed and may be related 
to defects in Si02 [1]. More fundamentally, Si02 is a unique material with characteristics 
of covalency and ionicity: A Si atom is tetrahedrally bonded to nearest four O atoms ( 
sp3 hybridization ) whereas electrons are distributed in vicinity of O atoms rather than 
Si atoms. This feature is common to most polymorphs of Si02 [2] and is preserved even 
in vitreous Si02 [3]. Properties of defects in this ambivalent material are certainly of 
interest. 

A prototype intrinsic defect in Si02 is the Ej center that is observed by electron-spin- 
resonance and optical absorption measurements in a-quartz upon irradiation [4, 5]. Based 
on cluster calculations, Fowler and his collaborators [6] proposed that the positively 
charged oxygen vacancy is the E[ center: The two Si atoms neighboring to the O va- 
cancy are relaxed asymmetrically leaving a single electron in one of the dangling bonds. 
Subsequent cluster calculations [7] and a first-principle calculation [8] suggest that there 
is a structural bistability in oxygen vacancy: In one configuration the two Si atoms neigh- 
boring to the O vacancy are relaxed to be closer forming a bond ( a dimer configuration 
) and in the other configuration one of the two Si is relaxed largely toward interstitial 
region forming a bond with another O atom ( a puckered configuration ). This bista- 
bility is corroborated by recent local spin density calculations performed for neutral and 
positively charged oxygen vacancy [9]. 

I here present total-energy electronic-structure calculations within the local density ap- 
proximation (LDA) performed for oxygen vacancy in a-quartz. It is found that the struc- 
tural bistability exists for neutral and positively charged states but that for a doubly 
positively charged state the dimer configuration becomes unstable and thus spontaneously 
transforms to the puckered configuration. It is also found that the three charge states 
{ V++, V+, V° } of the O vacancy constitute a negative Usystem in the sense that the 
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Figure 1: Stable dimer configuration and puckered configuration for the neutral O vacancy. 
Small and large circles represent Si and O atoms, respectively, (a) crystalline a-quartz. 
A meshed circle in the central region represents an 0 atom which is removed to generate 
the O vacancy. Another meshed circle in right lower area is the back O atom, (b) the 
dimer configuration of the O vacancy, (c) the puckered configuration of the O vacancy. 

positively charged state V+ is metastable for electron chemical potential at any position 
in the energy gap. 

Calculation. 

All calculations have been performed by use of norm-conserving pseudopotentials [10], 
LDA [11] for exchange correlation energy, and conjugate-gradient minimization technique 
as reported elsewhere [12]. The O pseudopotential used here has s nonlocality while the 
Si pseudopotential s and p nonlocality. The plane-wave basis set with the energy cutoff 
of 60 Ry is necessary to reproduce structural properties of a-quartz. The defect in an 
otherwise perfect crystal is simulated by a supercell model which contains 53 atoms plus 
a vacant site in a cell and is of triclinic symmetry. A special k point is used for integration 
over Brillouin zone. Geometry optimization has been performed for all atoms, and in the 
optimized geometries the remaining forces acting on the atoms are less than 0.005 Ry/Ä. 

Dimer configuration vs puckered configuration. 

Let us start with a neutral charge state. Fig. 1(b) shows the stablest dimer configuration 
of the O vacancy. The neighboring 2 Si atoms are relaxed toward each other forming a 
bond. The Si-Si distance is 2.47 Ä, 5% longer than the bulk distance in Si crystal. The 
calculated formation energy is 6.6 eV [13]. In this configuration, a deep level appears at 
0.6 eV above the valence band top. This is a bonding state of the two dangling bonds of 
the neighboring Si atoms and accommodates 2 electrons, whereas the antibonding state 
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Figure 2: Contour plot of the squared wavefunctions of the deep-level states induced by 
the neutral O vacancy in the puckered configuration. Dots represent atoms on this plane: 
the displaced Si atom ( in central region ), the back O atom ( leftmost ), and another 
O atom. The rightmost dot represents the Si atom neighboring to the vacant site ( This 
atom is not on this plane, 0.09 Ä off. ). (a) The deep-level state located at 3.0 eV above 
the valence band top. (b) The deep-level state at about 1.5 eV below the conduction 
band bottom. 

is located in the conduction bands. ( In the present LDA calculations, the energy gap of 
a-quartz is 6.0 eV, about 20 % narrower than the experimental gap so that the deep level 
position is of qualitative meaning. Yet the character of the level is well identified from 
analyses of its wavefunction). 

The puckered configuration shown in Fig. 1(c) is also stable. In the configuration one of 
the two Si atoms neighboring to the O vacancy undergoes large displacement along the 
direction reverse to the O vacancy and finally forms a bond with a back O atom. As 
a result of this relaxation, the Si recovers the fourfold coordination whereas the back O 
becomes threefold coordinated. This large displacement occurs only for the Si atom which 
is located to the long bond side [14] of the O vacancy in accordance with the previous 
calculations [8, 9]. The bond length between the Si and the back O is 1.90 Ä, whereas 
the distance between the Si and the remaining Si near to the vacancy is 4.10 Ä. 

For the neutral charge state, The dimer configuration is lower by 3.1 eV in energy than 
the puckered configuration. In order to obtain the energy barrier between the two config- 
urations, we calculate total energy variation as a function of the distance d of the two Si 
atoms which were bonded to the removed O atom. All the degrees of freedom except for 
d are relaxed to obtain the total energy at a fixed d. For the neutral charge state there is 
a barrier of 0.15 eV from the puckered configuration to the dimer configuration. 

Electron states in puckered configuration. 

Electron states in the puckered configuration is of interest. There are two deep states in 
the gap. One is located at 3.0 eV above the valence band top. This is a dangling bond 
state of the remaining Si atom near the O vacant site ( Fig.2(a) ). In the neutral vacancy 
the state is completely occupied by 2 electrons. The other state is located in upper half 
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of the gap, at about 1.5 eV below the conduction band bottom. This originates from a 
new bond between the displaced Si atom and the back O atom (Fig.2(b) ), Of note is 
its anti-bonding nature. The anti-bonding state of the usual Si-0 bond constitutes the 
conduction band of a-quartz. The back bond formed in the puckered configuration is not 
strong enough so that the anti-bonding state emerges in the gap. This state is empty in 
the neutral charge state. 

Structural transformation upon hole capture. 

The relative stability is sensitive to the number of electrons accommodated in deep levels. 
It is indeed found that the puckered configuration is lower than the dimer configuration 
by 0.10 eV in energy for the positively charged state. A barrier of 0.56 eV exists for the 
transition from the puckered configuration to the dimer configuration. The reason for 
the change in the relative stability upon hole capture is electronic. In the neutral dimer 
configuration, 2 electrons are accommodated in the dimer bond, whereas in the positively 
charged state only one electron is available to form the dimer. For V+, the distance d 
of the two Si atoms is indeed 3.03 Ä almost identical to the bulk distance 3.04 Ä. This 
weak bond renders the dimer configuration relatively unfavorable. On the other hand, 
the bond between the back O and the displaced Si in the puckered configuration is hardly 
affected upon hole capture (the bonding state of this backbond is in the valence band ). 
In addition, in the positive puckered configuration the dangling bond of the Si atom left 
near to the vacancy site contains one electron instead of two in the neutral case. This 
renders the puckered configuration relatively favorable upon hole capture. 

A drastic structural transformation occurs when an additional hole is captured. The 
dimer configuration becomes unstable for the doubly positive charge state. The puckered 
configuration is the only configuration which is stable. The bond length between the Si 
and the back O is 1.81 Ä which is 5 % smaller than the value for the neutral puck- 
ered configuration. The dimer configuration spontaneously transforms to the puckered 
configuration upon capture of two holes. 

{ V++, V+, V° } as a negative-U system. 

Figure 3 shows the calculated formation energies for V°, V+, and V++ as a function 
of electron chemical potential \i ( or equivalently Fermi level ) in the energy gap of a- 
quartz [15]. When \i is larger than the valence band top ev plus 2.4 eV, the neutral 
dimer configuration is the stablest form of the O vacancy. When \i is smaller than ev + 
2.4 eV, the doubly positive charge state with the puckered configuration is the stablest 
form. At any position of the chemical potential, the positively charged state is only 
metastable. In the doubly positive puckered configuration, the dangling bond state near 
the vacant site is empty so that the structure is stabilized. For V+, an additional electron 
is accommodated in the dangling bond state, which causes the energy cost. When another 
electron is added to make V°, the dimerization of the two Si atoms becomes effective so 
that the dimer structure is stabilized. The negative U character that I have found in the 
present calculations is therefore of covalent nature. 

The negatively charged state is not possible for the dimer configuration since there is not 
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Figure 3: Formation energies of O vacancies for ++, +, and neutral charge states as a 
function of electron chemical potential in the energy gap measured from the valence band 
top. Solid lines are for the dimer configuration and dash-dotted lines for the puckered 
configuration. 

a state in the energy gap which accommodates an additional electron. For the puckered 
configuration, however, a new state of the back-bond character emerges below the conduc- 
tion band. It is indeed found that the negatively charged puckered configuration is stable. 
Yet this puckered configuration is metastable against the neutral dimer configuration plus 
an electron at the conduction-band bottom. 

Conclusion. 

Total-energy electronic-structure calculations within LDA show that the oxygen vacancy 
in a-quartz exhibits structural transformation upon hole capture. As a result of this, 
{ V++, V+, V° } becomes an effective negative-U system in which a covalent nature of 
the material plays an important role. This structural transformation and the subsequent 
variation in electron states may be related to degradation of insulating properties of Si02. 

This work was supported in part by Japan Society for the Promotion of Science under 
Contract No. RFTF96P00203. Computations are carried out mostly on NEC-SX3 at 
Institute for Molecular Science in Okazaki. 
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Abstract. Light emission from Er incorporated into Si is limited by deexcitation processes that 
reduce the emission efficiency significantly. We found a phonon mediated deexcitation process near 
room temperature by performing junction photocurrent spectroscopy (JPCS) on a Si:Er light 
emitting diode. We observed a photocurrent due to the optical excitation of the Er3+ ion in Si. The 
energy transfer was found to be correlated to an Er-0 donor complex. 

Introduction 

As a potential light emitter for silicon based optoelectronic integrated circuits, Si:Er light emitting 
devices (LED) have attracted considerable attention. Room temperature emission at 1.54 urn was 
reported in forward [1] and reverse [2] bias conditions, and the integration with CMOS devices has 
been demonstrated [3]. The challenge that remains is to overcome a significant decrease in emission 
intensity towards higher temperatures. At room temperature the emission intensity has decreased 
by about three orders of magnitude. This loss of intensity is due to non-radiative backtransfer 
mechanisms that deexite the already exited Er 4f electron, responsible for the 1.54 u,m light 
emission. 

The understanding of these loss processes is critical for the optimization of the emission efficiency 
of Si:Er based LEDs. At low temperatures an impurity Auger effect has been identified as 
responsible for the non-radiative backtransfer [4]. In this paper we will address the de-excitation 
mechanism that is active at temperatures above 150 K. The first part deals with the donor activity 
of Er complexes. In the second part we will show that the backtransfer is related to a charge transfer 
of the donor complex with additional phonon interaction. 

Donor Behavior of the Er-O Complex 

Er implantation into Si and subsequent annealing introduces donor states [5,6]. It was not clear, 
however, if these donors are correlated to Er itself or to Er-ligand complexes. In order to determine 
the source for the donor behavior, we performed spreading resistance profiling (SRP) to compare 
the carrier profile with secondary ion mass spectroscopy (SIMS) profiles of the implanted Er. Fig. 
1 shows the spreading resistance profiles of Er implanted at 4.5 MeV into /?-type Czochralski(Cz) 
Si and annealed at 900°C for 30 min. Er labels a single Er implant, Er/O labels an additional O 
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implant, while O shows a reference sample 
implanted only with O. The spreading 
resistance profiles clearly show type 
conversion from/? to n at 0.3 urn and from 
n to p at 1.9 |im, turning n-type where Er is 
implanted. A significant increase in donor 
concentration is observed for the O co- 
implanted sample. 
To study the relationship between optically 
active Er and the donor activity, we 
implanted Er at 400 keV to achieve a 
shallow Er layer with peak concentration at 
1500 Ä. Additionally, O was implanted to 
match the Er implant. SIMS profiles 
showed that with increasing annealing 
temperature between 800 and 1000°C O 
diffuses out. The remaining [O], 
overlapping the Er profile, corresponds to 
the integrated carrier concentration, 
measured by SRP. The PL intensity for the 
differently annealed samples is shown in 
Fig. 2. We find a linear dependency 
between the integrated carrier concentration, 
measured by SRP and the Er PL intensity. 
This linear dependency shows that the 
donors are directly correlated to Er-0 
complexes. We will label this donor 
complex as [Si:Er3+-Ox]0/+ indicating that 
the number of O atoms involved in this 
complex is unknown. 

Hall effect data in Fig. 3 show two donor 
levels, a shallow donor level at 20 meV and 
a deep donor level at 160 meV that are 
related to Er/O complexes in implanted Cz- 
Si. Deep donor levels at about 160 meV 
were previously measured using DLTS for 
low concentrations of Er in Si [5,7]. 

Junction Photocurrent Spectroscopy 

For the junction photocurrent spectroscopy 
(JPCS) measurements we used mesa LED 
structures that were optimized for light 
emission. Er was implanted at 4.5 MeV to 
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Figure 1 Carrier concentrations, measured by spreading 
resistance profiling, for Er and O implantations in Cz Si. 
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Figure 2 Er PL intensity as a function of integrated donor 
concentration. The annealing temperature for the samples 
is given. 
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Figure 3 Hall Effect measurements of a mesa Si:Er 
LED. The Er implantation energy is 4.5 MeV, annealing 
temperature 900°C. 



Materials Science Forum Vols. 258-263 1487 

3 

C 

E5 

1.50 .58 1.54 
Wavelength (|am) 

Figure 4 Junction photocurrent spectroscopy 
on a Si:Er LED. The JPCS spectrum is 
compared to an EL spectrum of the same LED. 
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Figu re 5 Temperature dependence of the 
JPCS signal at 1.54 Jim. An exponential fit 
yields 170 meV activation energy above 220 K. 

a peak depth of 1.35 (am. O was coimplanted to match the Er implantation profile. For the JPCS 
experiment the white light of a quartz tungsten halogen source was dispersed through a 3/4 m 
grating spectrometer and focused on the LED front surface. A reverse bias was applied to the LED 
and the photocurrent was measured by a lock-in amplifier. 

Near the band edge of Si the measured photocurrent is proportional to the absorption coefficient of 
Si and results from direct absorption of the photons and the generation of electron-hole pairs in the 
depletion region. The JPCS spectrum around 1.54 jam is shown in Fig. 4. While a reference diode 
without Er implant does not show any photocurrent in this spectral region, an JPCS signal is 
observed for the Er doped LED. For comparison a spectrum of this LED in forward bias was 
measured to demonstrate the spectral coincidence of both signals. The only luminescence (EL/PL) 
signal observable above 1.2 |am is due to Er3+ at 1.54 (am. We conclude therefore that the JPCS 
signal at 1.54 (am is correlated to Er3+. The temperature dependence of the JPCS signal at 1.54 (am 
is shown in Fig. 5. The signal could be measured between 100 and 270 K. Two thermally activated 
processes were observed. An exponential fit gives activation energies of 15 meV and 170 meV. 
The activation energy of 170 meV is correlated with a strong increase of the JPCS signal above 
200 K. 

The JPCS signal at 1.54 jam is a direct evidence of an energy backtransfer process from the excited 
Er3*. The first step in the experiment is the absorption of a 0.81 eV phonon by the Er 4f shell. We 
deduced the optical capture crossection a from the incident photon flux and the measured 
photocurrent. The value we obtained, a = 1022 cm2, is comparable to the Er 4f shell absorption in 
glass [8]. Instead of a radiative recombination process, the Er3+ ion then transfers the excitation 
energy to the electronic system of Si by generating an electron-hole pair, leaving the Er3+ in the 
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0„]° 

ground state (I = 15/2). 

This process can be explained by the 
configuration coordinate diagram in Fig. 
6. As mentioned previously, we have to 
consider an Si:Er-0 complex as the 
optically active donor. As indicated by 
the + sign, the donor is singly ionized. 
The direct optical absorption of a 0.81 
eV photon excites the Er3+ from the 
1=15/2 ground state to the 1=13/2 excited 
state as indicated in the labels of the 
parabolas. Because the probability for a 
radiative recombination is small because 
of the long radiative lifetime of 1 ms for 
Er3"1", a non-radiative backtransfer can 
occur.    Assuming that an exciton is 
trapped at the defect state, relaxation of 
the 4f electron plus additional phonon 
energy can emit a hole into the valance 
band. Evidence of trapping of an exciton 
at the defect complex was demonstrated 
as excitonic excitation is the dominant excitation process at low temperatures [4]. If the exciton is 
stable, reexcitation can occur. Once the hole is emitted, hole capture will not occur in the depletion 
region since there are no free holes available. 

Figure 6    Configuration coordinate diagram of the 
deexcitation path at temperatures above 200 K. 

The deexcitation process, therefore, involves a charge transfer reaction from [Si:Er3+-Ox]+ to 
[Si:Er3+-Ox]° at the associated donor level. Thermalization of the electron gives the measured 
photocurrent. A similar multi phonon model has been proposed by Taguchi et al. [9] for rare earth 
ions in InP. The phonon energy needed for the phonon mediated process in Si:Er is AE = EA - 
E4f = 140 meV for a trap state at EA = Ec - 160 meV. Local phonon modes due to Er-0 bonds can 
participate in the process since Er and O are part of a defect complex. Compared to local vibrational 
modes of O in Si (hco = 138 meV) only one phonon is needed. Therefore a simple thermally 
activated behavior can be expected for the phonon absorption process. 

Since the photocurrent is measured while applying a reverse bias, the JPCS experiment differs from 
an LED forward bias operation mode. The backtransfer through charge transfer can only occur if 
the donor level is empty. This condition is always fulfilled for Er in the depletion region or if the 
boron background doping exceeds the Er related donor concentration. In forward bias the donor 
level is always empty immediately after the excitation process. We expect to find a reduced 
backtransfer in highly doped n-type Si. Experiments are currently on the way. 
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Conclusions 

A second backtransfer process that reduces the emission efficiency for Si:Er LEDs (k = 1.54 urn) 
has been identified by JPCS as a phonon mediated process above 200 K. We observed a 
photocurrent by optically exciting the Er ions. The photocurrent is due to the emission of a hole 
after an exciton is trapped at the Er-0 defect complex. Thermalization of the electron into the 
conduction band leads to the observed photocurrent. 
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Abstract. We estimated the energy transfer rate between an erbium (Er) 4/ shell and a Si host 
by analyzing the temperature dependence of the decay time of the Er 4/-shell luminescence 
and its time response at low temperature. We assumed that thermal quenching of the Er 
luminescence is due to an energy back-transfer mechanism and that the energy transfer is 
assisted by a non-radiative multiphonon process. Based on these assumptions, the energy 
transfer rate was estimated to be 2x108 s"1 from the temperature dependence of the decay 
time. We also measured the time response of the luminescence after the pulsed host excitation 
and the energy transfer rate was estimated to be larger than lxlO7 s_1. These results shows 
that the energy transfer rate for Si:Er is not so small as 104 ~ 106 s_1 as had been suggested 
by several previous studies. 

I. Introduction 
Erbium (Er) in Si has received much attention recently due to its potential use for Si-based 
optical devices using its very sharp and temperature-stable Er 4/-shell luminescence, which is 
caused by the Er intra-4/-shell transition from the first excited state of 4Ii3/2 to the ground 
state of 4Ii5/2. In the early stages of the study of Si:Er, the Er 4/-shell luminescence intensity 
was weak [1], but it was found that the intensity could be enhanced by co-doping with other 
impurities [2]. Oxygen is the most commonly used co-dopant. Some groups reported that the 
Er luminescence intensity increases after host photo-excitation, and there is a time delay in 
the luminescence intensity peak after the host excitation [3]. Based on this observation, it was 
claimed that the energy transfer rate is rather small. The energy transfer rate between the 
Si host and the Er 4/ shell is an important parameter that determines optical properties. If 
the energy transfer rate is low and it is intrinsic nature of the Er 4/-shell luminescence in Si, 
this material is not suitable for optical devices. The reported delay times are 30 and 100 fj,s, 
suggesting a small energy transfer rate. However, time response of the detection system was 
not taken into account in the analysis in these previous studied. The detection system response 
plays a crucible role, as will be shown in this paper. 

In this paper, we discuss the energy transfer rate of Er in Si based on the temperature depen- 
dence of the decay time and the time response of the Er 4/-shell photoluminescence (PL) for 
a Si:Er,0 sample, which was grown by an ion beam epitaxial method [5]. From the tempera- 
ture dependence of the 4/-shell PL decay time, the energy transfer rate can be estimated by 
assuming that a thermal quenching, which is the decrease in the PL decay time as temperature 
increases, is due to an energy back-transfer process and by assuming that the energy transfer 
is assisted by non-radiative multiphonon (NRMP) processes [4]. On the other hand, from the 
time response measurements, the energy transfer rate can be measured directly, the lower rate 
being limited by the measurement system response time. In the next section, we describe the 
sample and the experimental setups. In Sec. Ill, the excitation mechanism is explained. An 
equation expressing time response is deduced based on the excitation process. The experimen- 
tally obtained temperature dependence of the decay time will be shown and the energy transfer 
rate is estimated in Sec. TV. In Sec. V, the results of the time response measurements are shown 
and analyzed taking into account the time response of the detection system. 
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II. Experimental conditions 
The Si:Er,0 samples used in this study have been grown by an ion beam epitaxial method. The 
details of the growth method and conditions have been reported [5]. A P-doped Si substrate 
was used and B was co-doped with Er and oxygen in the epitaxial layer. The epitaxial layer 
thickness was 500 nm. The sample shows Er 4/-shell luminescence dominantly from one type 
of Er-0 complex center under the host excitation at 4 K [5]. 

To measure the Er 4/-shell photoluminescence (PL) spectrum, a He-Ne laser was used as an 
excitation source. The spectrum was analyzed by a 1.25-m monochrometer with a cooled Ge 
detector. To measure the time dependence of the PL intensity, a Nd YAG laser-pumped dye 
laser operating at 10 Hz was used as the excitation source. The pulse width of the excitation 
light was 5 ns and the wavelength was 680 nm. The luminescence was dispersed by a 0.5-m 
monochrometer with the spectrum resolution of about 10 nm. A fast-response photomultiplier 
operating at 1.5 /im was used as an detector. 

III. Excitation mechanism 
The Er 4/-shell luminescence has been observed by the host photo-excitation. This shows 
that there is an energy transfer from the photo-excited free carriers to the Er 4/ shell. The 
excitation process, which is schematically drawn in Fig. 1, is widely accepted. The Er 4/ 
shell is excited by a recombination of an electron-hole pair formed at the carrier trap level, 
which originated from the Er atom. As temperature increases, the luminescence decay time 
decreases (the thermal quenching). Assuming that the reverse process to the excitation process 
(the energy back-transfer process) is responsible for the thermal quenching and that NRMP 
assists the energy transfer, the temperature dependence of the decay time can be calculated by 
solving rate equations by using two parameters E0 and W0. Here, E0 is the energy which has 
to be compensated for during the energy transfer. W0 is the transition matrix element which 
corresponds to the energy transfer rate discussed in this paper. The detailed energy transfer 
processes and calculations have been explained in Ref. 4. By fitting the calculated temperature 
dependence of the decay time to the experimentally obtained temperature dependence, W0 can 
be estimated. 

electron capture 

CB —^5  

Er-related level 

e-h pair at the 
carrier trap 

VB ■ 

hole capture - 
;P<' 

Excitation 

■13« 

luminescence 
 > 

*l 

15/2 

Si host Er 4f shell 

FIG. 1 Schematic picture of the excitation process, T* is 
the energy transfer time and 77 is the decay time of the Er 
4/-shell PL. 

If the measurement system response time is sufficiently fast (although this is actually not the 
case), two possibilities may be considered as the origin of the reported luminescence delay after 
the host photo-excitation. One is that the energy transfer rate is high but the formation process 
of the electron-hole pair at the Er-related trap is slow. In this case, to explain the luminescence 
delay of several tens of ßs, free carriers have to migrate in the host for several tens of /j,s. Such 
long carrier life time is not expected in samples doped with Er and oxygen, since the doped 
impurities produce deep levels that reduce the free carrier life time. The other possible reason 
is that the electron-hole pair formation process is fast but the energy transfer rate is small. In 
this case, we can estimate the time response of the Er 4/-shell luminescence by solving the rate 
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equations assuming that the electron-hole pair formation process is negligibly fast.  The rate 
equations are 

dt 
= 9-Tt 

lN. e/ij 

dN4/ 

dt 
rf'Kh ' rf'N*/. 

Here, Neh and N4/ are the number of electron-hole pairs and the number of the Er 4/ shells in 
the excited state, respectively, g is the generation rate of the electron-hole pair. rt is the energy 
transfer time, which is the inverse of the energy transfer rate (rt = W^1). T, is the radiative 
decay time of the excited Er 4/ shell, that has been experimentally measured. Assuming that 
g =0 after the pulsed excitation, the above coupled equations can easily be solved. The time 
dependence of N4/ is expressed by a bi-exponential form as follows, 

N4/(i) = C{exp{-Tt-H) - expi-T^t)}. (1) 

C is a time-independent constant. The Er 4/-shell luminescence intensity is proportional to 
the number of Er 4/ shells in the excited state, N4/. The second term on the right side of 
the equation expresses the decrease in the luminescence intensity with the time constant T(. 

This term expresses the most frequently observed PL time decay. The first term on the right 
side of the equation, which varies with the time constant of rt, expresses the increase in the 
luminescence intensity with time. Hence, if the energy transfer time rt is large enough to be 
detected by the measurement system used, the luminescence delay should be observed. The 
time constant of the increase in the PL intensity corresponds to the inverse of the energy 

transfer rate. 

IV. Temperature dependence of the decay time of the Er 4/-shell luminescence 
Figure 2 shows a typical PL spectrum at 5 K for the Si:Er,0 samples grown by the ion beam 
epitaxial method. A well resolved luminescence due to the Er intra-4/-shell transition can 
be seen at around 1540 nm. The Er PL comes from dominantly one type of luminescence 
center. The same luminescence center was reported in ion implanted samples [6]. A very 
sharp bandedge-related luminescence is also seen at 1135 nm. We measured the temperature 
dependence of the decay time of the Er 4/-shell PL to estimate the energy transfer rate. 
Figure 3 shows the PL time decay curve measured at 6 K. The PL intensity shows a clear 
single exponential decay, confirming that this luminescence mainly comes from one type of the 
Er luminescence center. In this time scale, the luminescence delay was not observed. The 
estimated decay time was 1.2 ms, which is almost the same as that previously reported [7]. 
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FIG. 2 Typical PL spectrum for Si:Er,0 
samples grown by the ion beam epitaxial 
method. 
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FIG. 3     Time decay of the Er 4/-shell 
photoluminescence at 6 K. 
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As temperature increases, the decay time decreases as shown in Fig. 4. Applying the fitting 
procedures explained in Ref. 4, the calculated temperature dependence of the decay time was 
fitted to the experimentally obtained temperature dependence, as shown by the solid line. In 
the calculations, values of 0.14 eV and 2xl08 s"1 were used as E0 and W0, respectively. The 
estimated value of the energy transfer rate is too large to explain the previously reported 
luminescence delay of several tens of fis. 

10-5 

1 Expt. 
— Calculation 

E0 = 0.14eV 

W„ = 2x10"s' 

FIG. 4 Temperature dependence of the 
Er 4/-shell PL decay time. Filled circles 
are the experimental results. Solid line is 
obtained by assuming that E0 = 0.14 eV 
and W0 = 2xl08 s"1. 
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V. Time response of the Er 4/-shell luminescence 
To investigate the PL time delay, we measured the time response of the PL for a much shorter 
time region than that shown in Fig. 3. The results are shown in Fig. 5. If we detect the 
luminescence at the wavelength of 1535 nm, where the strongest Er luminescence was observed, 
the PL intensity increases after the pulsed excitation and shows a peak at around 0.1 fj,s, 
and after that, it becomes almost constant with a decay time of 1.2 ms. Contrary to the 
previous reports [7], we do not observe the luminescence delay in some tens of /us orders. The 
almost constant part in the figure is due to the Er 4/-shell PL. Therefore, the peak seen at 
approximately 0.1 /JS is due to some other luminescence. When we detect the luminescence 
at the wavelength of 1500 nm, at which the Er 4/-shell luminescence is not to be observed 
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FIG. 5 PL-TD curves detected at the FIG. 6 Time response of the Er 4/-shell 
different wavelengths of 1535 and 1500 PL obtained by subtracting the background 
nm. luminescence. 
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(Fig. 2), fast-decaying PL is still observed as shown in the figure. This luminescence shows a 
faster decay than the Er 4/-shell PL. Even when we detect the PL at 1400 nm, we still observe 
a similar fast decaying luminescence with a similar peak intensity. Therefore, the fast decaying 
part must be due to the background luminescence not related to Er, and the background 
luminescence is almost independent of the wavelength. To obtain the time dependence of the Er 
4/-shell PL, we regarded the signal obtained by detecting the PL at 1500 nm is the background 
luminescence, and that signal was subtracted from the signal detected at the wavelength of 
1535 nm. The results are shown in Fig. 6. The signal increases after the pulsed excitation. In 
the figure, a system response of the detection system is also shown. Here, we defined the system 
response as the time response of the bandedge-related luminescence for n-type InP, since the 
decay time of this luminescence is less than 10 ns, which is much smaller than the time scale 
discussed here. 

It looks as if the time response of the Er 4/-shell PL shown in Fig. 6 can be explained by Eq.(l). 
However, this is the case when the response of a detecting system is much faster than the time 
scale of the observation. In such a case, the system response can be regarded as a <5-function, 
and the time response of the observed signal will be expressed by Eq.(l). This condition is not 
fulfilled in the present case. The system rise time TT is approximately 20 ns, and the fall time 
Tf is approximately 0.1 fis. The rise time of the signal and the system fall time are both in the 
sub-micro second order. Therefore, to analyze the observed signal, the system response has to 
be taken into account. In the present detection system, the bandedge-related PL for n-type 
InP is much shorter than the system response time, but the Er 4/-shell PL decay time, 1.2 ms, 
is much longer than the system response times. So within such a relatively short time t0 after 
the pulsed excitation, some of the Er centers still emit light. Therefore, the observed signal 
at time t is the integration of the detection system output for all the light emitted before the 
time t. The system responds to the light emitted at time delay t0 after the pulsed excitation 
with a rise time of 20 ns and a fall time of 0.1 /xs. Assuming that the system time response to 
5-function input light is expressed by Eq.(l), the system time response for the light emitted at 
t0, Is{t,t0), is expressed as, 

Is(t, t0) = G'iexpi-T-^t -t0)}- exp{-rj\t - to)}]. 

Then, the time response of the observed signal /,*(*) for the Er 4/-shell PL is obtained by 
integrating the product of the time dependence of the Er 4/-shell PL intensity and the system 
response as follows, 

/,*(*)« f Nif(t0)Is(t - t0)dt0. (2) 
Jo 

Due to this convolution, the system fall time causes an apparent rise time of the observed 
luminescence intensity. There are four time constants (TV,T/,T|, and rt) in the equation, but 
the unknown parameter is only rt. 

Figure 7 compares the experimentally obtained time dependences of the Er 4/-shell PL (same 
as that shown in Fig. 6) and the ones calculated using Eq. (2) for several Tt values. When rt is 
5xl0"7 s, which is larger than the system fall time T/, the calculated curve is apparently lower 
than the experimentally obtained signal. As rt decreases, the calculated signal becomes close 
to the experimental results. Although the curve calculated by using 5xl08 sasr, shows the 
best agreement with the experiments, the experimental results include experimental errors and 
the error due to the ambiguity in the background-luminescence subtraction. Moreover, when rt 

is smaller than ry, the calculated signal intensity is not sensitive to rt. Therefore, the exact Tt 

value can not be determined, but it can be said that rt is larger than about lxlO-7 s. Since rt is 
the inverse of the energy transfer rate, this indicates that the energy transfer rate is larger than 
the lxl07 s_1. This is consistent with the result obtained from the temperature dependence of 
the Er 4/-shell decay time, where the energy transfer rate of 2xl08 s-1 was obtained. 
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FIG. 7 Comparison between the experi- 
mentally obtained time dependence of the 
Er 4/-shell PL and the calculated temper- 
ature dependence using Eq. (2). The calcu- 
lated curves for different rt values of 5xl0-7, 
1.5xl0~7, 5xl0~8, and 5xl0-9 s are drawn. 

VI. Conclusion 
We investigated the energy transfer rate between the Er 4/ shell and Si host by measuring 
the temperature dependence of the decay time of the Er 4/-shell luminescence and its time 
response. From the temperature dependence of the decay time, the energy transfer rate was 
estimated to be 2x108 s_1. Although several groups reported a luminescence delay as large as 
some tens of fis, we did not observe such a luminescence delay. The previously observed delay 
must be due to some extrinsic effects. In the analysis of the time response of the luminescence, 
we found that the time response of the detection system is important. Detailed analysis of the 
observed signal taking into account the system response time showed that the energy transfer 
rate is larger than lxlO7 s_1. 
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Abstract The influence of intense infrared (IR) radiation in the range 7-17 fim on the photolumi- 
nescence (PL) of erbium in silicon has been investigated. To excite the PL a pulsed Nd:YAG laser 
operating in the visible with a wavelength of 532 nm has been used. The infrared beam was generated 
by a free-electron laser. In the experiment the intensity and decay kinetics of the low-temperature PL 
of Er-doped silicon were monitored as a function of the wavelength of the quenching beam and its 
delay with respect to the excitation pulse of the visible-light laser. The experiments show quenching 
of the PL by the IR pulse only at delays shorter than approximately 250 /xs. The result is interpreted 
as dissociation of the Er-related bound-exciton (BE) state whose effective lifetime is then estimated 
as approximately 100 fis. A special quenching feature for A« 12.5 fim is detected indicating a pos- 
sible "back-transfer" mechanism involving the excited Er state. For still longer delay times a small 
transient increase of Er PL is observed. 

Introduction 
The presence of an incompletely filled 4f shell distinguishes rare earth (RE) atoms from other ele- 
ments. The spin-orbit interaction within this shell gives rise to a veiy characteristic splitting of the 
energy levels which can be experimentally observed in photoluminescence due to transitions between 
the (lowest) excited and the ground states. When placed within a solid the emissions can further be 
influenced by the local crystal field; this effect is, however, usually small due to screening of the 4f 
electron shell. Consequently, the PL spectrum of a RE dopant is very similar to that of a free atom, 
with rather narrow lines and a very limited dependence on the host crystal. Further, being due to in- 
ternal atomic transitions, the emissions have a temperature-stable wavelength. These characteristic 
features make RE's very attractive for practical applications and they stimulated intensive investiga- 
tions. In case of the erbium-in-silicon system the interest is fortified by potential applications as the 
sharp, atomic-like emission of Er coincides with the absorption minimum of glass fibers commonly 
used in telecommunications. Currently Er doping of silicon is among the most promising approaches 
to photonics of this basic electronic material. 

However, the successful development of Er-based optical silicon devices requires high-efficiency 
emission at room temperature. In order to achieve that, mechanisms responsible for the excitation 
of the intrashell and its recombinations (both radiative and non-radiative) have to be thoroughly un- 
derstood [1]. Here especially the energy transfer between the silicon host and the Er core appears 
complex, since the Er atom, which embedded in Si assumes an Er3+ charge state, most probably 
does not introduce any energy levels in the bandgap. Based on numerous experimental and theo- 
retical studies [2] an energy transfer mechanism has been proposed which involves creation of an 
intermediate state when an exciton becomes bound to an Er ion by a local potential [3]. The prop- 
erties of this state, such as its lifetime and generation and recombination paths, are crucial for the 
Er excitation process and govern the PL intensity. Following exciton localization the core excitation 
is then accomplished in an Auger process involving the nonradiative recombination of the bound 
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exciton with a simultaneous energy transfer to an electron localized in the 4f shell and compensa- 
tion of (a possible) energy mismatch. The efficiency of this indirect energy transfer is additionally 
hampered by an alternative quenching of the BE system. A low PL intensity follows further from 
the fact that the internal 4f transitions are parity-forbidden and become only partially allowed due to 
crystal-field-induced mixing of states. Consequently, the radiative recombination time is long. The 
decay time is effectively shortened by an efficient nonradiative de-excitation channel competing with 
the radiative recombination. As a possible mechanism responsible for this quenching a nonradiative 
Auger process, involving conduction electrons, has been suggested. Due to the low probability of the 
radiative recombination the PL efficiency is additionally hampered by the so-called "back-transfer" 
process reversing the excitation by regeneration of the intermediate BE state. 

In the current study we probe the PL mechanism of Er in Si with intense far-infrared radiation 
provided by a free-electron laser. In view of the complex character of the energy transfer mechanism 
one might expect that different stages of this process may be influenced. In particular, this novel 
approach could reveal information on the so-far experimentally inaccessible intermediate BE state 
and on the back-transfer process. 

Experimental conditions 
The experiments were performed at the FOM Institute for Plasma Physics "Rijnhuizen". 

Two excitation sources have been used. The PL spectrum was generated by a pulsed Nd:YAG 
laser operating at A=1064 nm, with a pulse duration of approximately 7 ns and a repetition rate of 
5 Hz. The pulse was passed through a second-harmonic generator; consequently the sample was 
exposed to the green laser beam of 532 nm. In the experiment the averaged excitation power level 
was kept below «20 jtW. In addition to this over-the-bandgap excitation the infrared probing beam 
has been applied. This was provided by the Free Electron Laser for Infrared Experiments (FELIX) 
at Rijnhuizen. The FELIX delivers so-called "macropulses" with a length of 5-10 fis at a maximum 
repetition rate of 10 Hz. Each macropulse consists of a train of "micropulses" with a spacing that 
can be either 1 or 40 ns (1 GHz or 25 MHz operation mode). In the study a 40 ns micropulse- 
spacing was used with the macropulse length of approximately 7 us, and a micropulse width of 
1.7 ps. It is estimated that the energy in each micropulse is 1.7 fj,]. The sample was mounted inside 
a variable temperature ciyostat operated within a 4-40 K range and with a stability of ±0.1 K. In 
the infrared beam a cut-off 7.2 /im filter has been used in order to block the shorter wavelengths 
present due to the generation of higher harmonics. Both laser beams were coincident on the sample. 
The emerging PL was collected from the laser-irradiated surface and passed through a band pass 
filter centered for A= 1548.8 nm and with a bandwidth of 20 nm. The PL has been detected by a 
germanium detector. The signals were then amplified and analyzed by a digital oscilloscope. The 
experimentally detected response of the system was 5/xs on the rising slope and 75 /xs for the decay 
time. We note that in a chosen experimental configuration the measured signal corresponds to the 
total emission integrated over the filtering range. Therefore the information contained in the form of 
the spectrum, e.g., individual spectral lines, is not accessible. The decision to use the band-pass filter 
rather than a monochromator was necessary in order to achieve a satisfactory signal-to-noise ratio. 

The sample used in the experiment was prepared from <100>-oriented, n-type, phosphorus- 
doped float-zoned silicon, with a donor concentration of approximately 6 X1015 cm-3 and a room- 
temperature resistivity between 0.7 and 0.9 flcm. It has been implanted with Er2+ ions to a dose of 
1013 cm-2 with an energy of 1100 keV. The implantation has been performed at a temperature of 
approximately 500 °C; no further heat-treatment has been given. 

Experimental results and discussion 
A. Preliminaries 
In the past the PL of the Si:Er system has been intensively investigated. In order to study the de- 
excitation mechanism the decay characteristics as well as the temperature quenching of the PL in- 
tensity and decay time are usually investigated [3,4]. The results reveal that the temperature depen- 
dencies are governed by a set of activation energies; their particular values appear to be different in 
FZ- and Cz-grown Si. These differences are especially evident for the quenching processes which 
become important at an elevated temperature and are characterized by activation energies in the 100- 
150 meV range. For the identification of the particular mechanism responsible for this process two 
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possibilities are currently considered: the ionization of an electron at the Er-related trap [5], and 
the already mentioned back-transfer process. Regardless of the actual mechanism it is evident that 
this activation energy value contains information on a most characteristic step in the energy trans- 
fer mechanism between the silicon crystal and the Er core. Unfortunately, in the temperature range 
where this quenching process is important the PL intensity is already very low and, consequently, 
this informative parameter is poorly determined. In the current experiment the IR pulse provides the 
possibility to induce the back-transfer process at low temperature, i.e., for high intensity of the PL 
emission. 

Preliminary to the current experiments the temperature dependence of the PL intensity of the 
sample has been measured. It was found to be controlled by two activation energies: i?iftsl5 meV 
and J52« 110 meV [6]. Also the decay time was investigated and no significant change in the temper- 
ature range up to 70 K was found. In the present study we start by measuring the time development 
of an Er PL signal upon a single pulse of the Nd: YAG laser, as depicted in Fig. 1. The points repre- 
sent experimental data averaged over 100 excitation pulses. The solid line represents a computer fit 
according to the formula 

IpL(t) = A [exp(-t/TR) - exp(-t/TTit)], (1) 

which can be derived from the set of rate equations for the excitation model where the existence of 
an intermediate BE state is assumed [2]. In the formula TR and TTR correspond to the Er radiative 
recombination time constant and the excitation transfer time between the intermediate BE state and 
the Er core, respectively. A is a proportionality constant. As can be seen, a good agreement with 
rrii=45 /xs and T#=580 p,s can be obtained for almost the entire time window used in the depicted 
measurement. The discrepancy appealing for t>600 /xs is due to a slower decaying component 
whose existence is not incorporated in the rate equation set from Ref.[2], and which could be due 
to a different species of Er-related PL centers [7]. We conclude that in the investigated sample the 
effective lifetime of the intermediate state responsible for the excitation of the Er core has a relatively 
high value, similar to those found for excitons bound to isoelectronic centers. 

Figure 1: The time development 
of the Er PL signal generated by 
the Nd:YAG laser pulse. The exper- 
imental points were fitted accord- 
ing to Eq.(l) with TTR=45 ßs and 
TR=580 fis. 
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B. Effect of the IR beam - quenching of Er PL 
Upon application of the infrared beam the intensity of the Nd:YAG-excited PL changes. This is 
illustrated in Fig.2. The broken line corresponds to the original PL signal, while the solid ones, 
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labeled A, B, C, and D, show the effect of the free-electron laser pulse (A=9.5 ftm) which is fired 
10, 50, 100, and 200 fis after the Nd:YAG pulse, respectively. As can be seen, the intensity of the 
signal quenches, with the effect becoming smaller as the time difference between the two pulses 
increases. For longer delay times, At>50 fis, the form of the signal indicates that upon the IR pulse 
the excitation of Er is terminated immediately and only the decay takes place. For still larger delays, 
At>250 fis, no influence of the IR beam on the PL signal can be observed. 
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Figure 2: Quenching of the Er PL signal (bro- 
ken curve) with the X=9.5 fim FELIX pulse. 
Curves A, B, C, and D correspond to delay times 
of 10, 50, 100, and 200 fis, respectively.' 

Figure 3: Dependence of the quenching effect 
on the delay time for X=9.5 fim. The solid line 
has been fitted as a single-exponential decay 
yielding a time constant TTRml00 /is. 

The results depicted in Fig.2 are readily understood if we assume that the infrared beam affects 
not the excited Er state but the transient BE state intermediating Er excitation; the effect diminishes 
as the concentration of these centers decreases and the excitation is transferred to Er. In such an 
interpretation the difference between the undisturbed signal (broken curve) and curves A through D 
corresponds to the number of Er atoms whose excitation is prevented by the IR pulse. If we assume 
that the total PL is proportional to the number of intermediate BE centers available at the beginning 
of the excitation, then the magnitude of the quenching effect for different delay times will monitor 
the actual number of these centers. In Fig.3 the magnitude of the FELIX-induced quench is plotted 
versus the delay time between both laser pulses. As can be seen, the quenching effect has a sharp 
onset and reaches its maximum for At« 10 fis, which corresponds to the situation when the Nd:YAG 
is fired immediately following the FELIX (macro) pulse, which has approximately 7 us duration. In 
this case the IR pulse quenches the Er-related photoluminescence to approximately 60% of its total 
intensity. For longer delays the effect gradually ceases to exist, in agreement with Fig.2, and can no 
longer be detected for At>250 fis. If we assume, as outlined before, that the quenching effect is 
proportional to the number of intermediate BE states available at the moment of the pulse, then the 
lifetime of these centers can be estimated from Fig.3. A satisfactory computer fit can be obtained 
for T«100 fis. The factor 2 difference between this effective lifetime value of the intermediate 
BE state and that estimated from the form of the PL signal, Fig.l, is most probably indicative of 
the approximations used in developing the quantitative description of the energy transfer process 
expressed by Eq.l. In any case we note that, according to the assumed energy transfer model, the 
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effective lifetime of the intermediate BE state should depend on relaxation paths alternative to Er 
excitation (e.g. nonradiative energy transfer to the conduction band) and, as such, could be strongly 
time-dependent, following the development of conduction electron concentration, see, e.g., Ref.2. 

C. A special quenching feature for A«12.5 fim 
The quenching effect of the Er-related BE state outlined in the preceding section has been investigated 
as a function of the wavelength of the IR laser beam. The experiments were performed for various 
delay times. For a short delay of At=5 fis (maximum quench) no significant differences were found, 
except for a general lowering of the effect for A> 16 fim, presumably due to water absorption in 
air. However, for At=50 fis an additional feature around the wavelength A« 12.5 fim was detected: 
following the IR pulse the PL signal remained stable for approximately 30-40 fis before starting to 
decrease, as observed for other wavelengths. This resulted in a somewhat smaller quench monitored 
as total integrated PL signal. The effect is depicted in Fig.4, where the PL signal remaining after 
the FELIX pulse is plotted - a local maximum centered around A=12.5 fim can be concluded. For 
still longer delay times the A=12.5 fim feature gradually disappears, as does also the total quenching 
effect. 
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Figure 4: Quenching effect as observed for the 
delay time At=50 fis. A reduced quenching for 
\m]2.5 fim can be noted. 
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Figure 5: An increase of the PL signal by the IR 
pulse observed for large delay times; A/=7 ms, 
X=9.6 fim. 

While the experimental finding reported here is a matter of current investigation and requires 
further confirmation, it is certainly tempting to relate it to the back-transfer process outlined in the 
introductory section. In case that this process would be induced, one might expect that part of the 
energy of the IR beam would now be absorbed by excited Er atoms converting them back into the 
intermediate BE state. This could lead to an additional excitation of Er after termination of the IR 
pulse, thus generating an effect of "delayed PL". Taking into account the available detector decay 
time, such a feature could result in a smaller recorded quench of the total signal. If the observed 
effect would indeed be related to the back-transfer mechanism then it could take place only when a 
considerable concentration of excited Er would become available; this could explain why it is not 
observed immediately following the Nd:YAG pulse (At=5 fis). We note further that no quenching 
can be observed for At>250 fis. To this end we recall that recent theoretical work [4] suggests 
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that the back-transfer process requires participation of an electron in the conduction band; in our 
experiment conduction electrons are present immediately after the excitation, or, alternatively, they 
can be generated by the IR pulse due to the dissociation of the intermediate Er-related BE state. In the 
latter case the back-transfer process could not be observed after decay of the BE state, in agreement 
with the experiment. Finally, we point out that the photon energy for which the described special 
quenching feature takes place is very similar to one of the activation energies as determined from the 
temperature dependence of the PL intensity for the same sample [7]. 

D. Enhancement of PL intensity for long delay times 
For long delay times between the two pulses, At>800 (is, a different effect has been observed. This 
is illustrated in Fig.5. As can be seen, the IR pulse applied when the intensity of PL has already 
decayed to below 50% causes a transient increase of PL; following that, the signal continues to 
decay with, possibly, a somewhat shorter time constant. The enhancement effect, clearly observed 
here, needs to be further investigated in more detail. Its origin is at present unclear, as no such feature 
has been predicted by the existing models of Er-related energy transfer mechanisms. 

As mentioned before, it has been suggested in the past that within the PL of Er in silicon two 
components can be separated with different decay time constants [6]. According to that interpretation, 
after a delay of more than 800 /xs the PL would be dominated by a "slow" species giving a long- 
lasting, weak emission. An effect as depicted in Fig.5 could take place if the IR laser pulse would be 
capable of converting the slow-decaying species into the fast ones. At this moment, however, such a 
mechanism remains purely speculative and it is evident that more research is required. 

Conclusions 
In the performed study the influence of an intense IR illumination on intensity and decay character- 
istics of the PL signal generated by a visible laser pulse in Er-doped silicon has been investigated. 
The quenching of the PL signal was concluded. This effect has been related to the dissociation of the 
Er-related BE state rather than to the decrease of the concentration of the excited Er centers. A spe- 
cial quenching feature was found for A=12.5 ^m; this could be a manifestation of the back-transfer 
process converting excited Er centers into the BE state intermediating the energy transfer to the 4f 
shell. If confirmed, the observed effect would indicate that conduction electrons are required for the 
back-transfer process. Investigations currently on the way will further elucidate the reported issues 
[8]. 
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Abstract 
Conversion electron emission channeling from the isotope 167mEr (2.28 s), which is the decay 
product of radioactive 167Tm (9.25 d), offers a means of monitoring the lattice sites of Er in single 
crystals. We have used this method to determine the lattice location of 167mEr in Si directly following 
room temperature implantation of 167Tm, after subsequent annealing steps, and also in situ during 
annealing up to 900°C. Following the recovery of implantation damage around 600°C, about 90% 
of Er occupies near-tetrahedral interstitial sites in both FZ and CZ Si. While in FZ Si 167raEr was 
found to be stable on these sites even at 900°C, the tetrahedral Er fraction in CZ Si decreased 
considerably after annealing for 10 min at 800°C and above. 

Introduction 
Despite an impressive success in manufacturing light-emitting diodes from Er-doped Si [1-3], the 
microscopic structure and detailed luminescence mechanisms of Er in Si are still a matter of debate. 
This includes in particular the lattice sites of Er and the role of possible light element ligands such 
as C, N, O or F which were found to intensify the luminescence yield [4]. Theoretical investigations 
[5] predict that tetrahedral interstitial (T) sites are the most stable sites for all oxidation states of 
isolated Er atoms in Si, while substitutional (S) and hexagonal interstitial (H) sites should be meta- 
stable. Direct lattice location using the Rutherford backscattering (RBS) channeling technique, 
however, only suggested Er on S [6] or H [7,8] sites. Photoluminescence (PL) spectroscopy studies 
have identified a number of Er defects with different symmetry properties in Si [9,10]. The most 
intense PL yield resulted from two centers having cubic and axial symmetry, respectively. The 
cubic center occurred in both float-zone (FZ) and Czochralski (CZ) Si and was attributed to tetra- 
hedral interstitial Er, while the center with axial symmetry was characteristic to CZ Si and ascribed 
to Er-0 complexes [10]. Possible explanations for several other PL centers of lower symmetry, ob- 
served mainly in Si annealed at lower temperatures (600°C), were Er on H sites [9], Er paired with 
implantation-induced defects [10], and recently also Er on S sites [11]. Different atomic surround- 
ings of Er in FZ Si and CZ Si were clearly revealed by studying its extended X-ray absorption fine 
structure (EXAFS) [12,13]. In FZ Si and 600°C-annealed CZ Si, EXAFS observed Er surrounded 
by 6-12 Si atoms at distances around 3.0 Ä. This can be explained by the majority of Er in Er3Si5 or 
ErSi2 silicide phases, where 10, respectively 12, nearest neighbour (NN) Si atoms are at 2.99 Ä. 
However, isolated Er on T sites with 4 NN at 2.35 Ä and 6 next-nearest neighbours (NNN) at 2.72 
A, or on H sites (6 NN at 2.25 Ä, 8 NNN at 3.53 A) cannot be ruled out taking into account possi- 
ble relaxations of surrounding Si atoms, while Er on S sites (4 NN at 2.35 Ä, 12 NNN at 3.84 Ä) 
seems less probable. In contrast to this, Er in O-implanted or CZ Si annealed to 900°C was charac- 
terized by Er203-like surroundings with 5-6 nearest O neighbours at distances around 1.5-2.5 A. 
We report on direct lattice location of Er in Si using the emission channeling technique [14], which 
makes use of the fact that charged particles emitted from radioactive isotopes in a single crystal 
experience channeling or blocking effects along crystallographic axes and planes. This leads to an 
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anisotropic emission yield from the crystal surface, which depends in a characteristic way on the 
occupied lattice sites of the probe atoms. Previously [15], we have already applied this method to 
study Er in CZ Si. In the present contribution we focus on results in FZ Si and compare both types 
of Si. 

Experiment 
For lattice location of Er we monitored the angular-dependent emission yield of the combined 
intensity of 150, 199 and 206 keV conversion electrons emitted from the nucleus I67mEr (t1/2=2.28 s). 
This isomeric state is populated as a result of the decay of radioactive I67Tm (t1/2=9.25 d). The iso- 
tope 167Tm was produced at the ISOLDE facility [16] at CERN. We investigated four different 
samples,p-S'v.B FZ (10 kQcm, <111> surface orientation, implanted dose 4.8xl013 cm"2), n-Si:P FZ 

(>4    kQcm,    <111>, 
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Fig. 1. a), b), c): channeling patterns from l67mEr in «-Si FZ annealed at 
600°C for 10 min. Normalized electron emission yields in the vicinity of 
<111>, <100> and <110> directions are shown, d), e), f): best fits of 
simulated patterns to the experimental yields, corresponding to 94%, 99% 
and 95% of emitter atoms on sites which are displaced by 0.43 Ä from the 
T site. 

CZ     (<100>, 
Qcm,   4.4x1013 

and       «-Si:P 
(<100>,    1-10 

5 
cm"2) 

14 
-2\ 

CZ 
Qcm, 

3.5xl013 cm'2). All 
samples were initially 
dipped into HF to re- 
move native oxide 
layers. Following 60 
keV room temperature 
implantation of 167Tm, 
the «-Si CZ crystal 
was annealed in an 
external vacuum fur- 
nace at <10"5 mbar, 
while thermal treat- 
ment of all other 
samples took place in 
the channeling setup 
at <10"6 mbar by 
means of a W fila- 
ment for radiative 
heating up to 900°C. 
The conversion elec- 
tron emission yield as 
a function of the angle 
from different crystal- 
lographic directions 
was measured using a 
position-sensitive Si 
"pad" detector [17], 
consisting of 22x22 
pads (or pixels) of 
1.3x1.3 mm2 size and 
mounted at a distance 
of 285 mm from the 
sample. 
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Results and Discussion 
Figures la, lb and lc show the normalized emission yield of conversion electrons from 167mEr, 
measured at 20°C after annealing the w-Si FZ crystal at 600°C for 10 min. Clearly visible are 
channeling effects along axial <100> and <111> and planar {110}, {100} and {211}, while axial 
<110> and planar {111} and {311} directions all show yields close to or below unity. The combi- 
nation of these patterns provides direct evidence that the majority of 167mEr occupies sites close to 
the tetrahedral interstitial position. The T sites are perfectly aligned with <100>, <111>, {110}, 
{100} and {211} lattice directions, leading to channeling of electrons emitted from these sites, but 
they are off the < 110> atomic axes and {111} and {311} atomic planes, causing yield minima along 
these directions. In order to extract more specific information, the experimental patterns are com- 
pared to theoretical emission yields for a variety of different lattice sites. The basic principles of 
computer simulations of electron emission channeling are discussed in Ref. [14]. More detailed 
information on calculations for 167mEr in Si and on the fitting procedures for comparison of theo- 
retical and experimental patterns were given in Ref. [15]. Note that the fitting procedures are only 
slightly modified versions of those used already for alpha emission channeling [18]. 
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Fig. 2. Calculated patterns for 100% of 
167mEr on H sites, choosing the same 
orientation and angular resolution as used in 
the fits in Fig. 1. 

The experimental data shown in Fig. 1 can be well 
described by assuming only one type of Er lattice 
site and a small so-called "random" fraction, the 
latter responsible for an isotropic electron emission 
yield. Under these assumptions, best fit results are 
obtained for nearly 100% of emitter atoms on sites 
which are 0.43(8) Ä displaced from the tetrahedral 
interstitial T site. Note that ideal T sites would yield 
much more pronounced <111> and <100> channel- 
ing effects. Therefore ideal T sites cannot satisfac- 
torily fit the experimental patterns, leading to a 
>30% increase in the chi square value. However, 
the fit quality is not particularly sensitive to the 
direction of the displacement, and displacements 
along <111> and <100> give similar results. Allow- 
ing for contributions from more than one site does 
not significantly improve fit quality, while compa- 
rable chi square values can usually be obtained for 
several combinations of lattice sites in the range 
JaO-0.6 A from the T sites. This behaviour is not 
astonishing since in case of small displacements the 
channeling effect mainly senses the projected mean 
displacement of the emitter atoms. On the other 
hand, significant Er fractions on sites further away 
from T sites can be ruled out, since these exhibit 
entirely different emission patterns. This is illus- 
trated for the case of H sites in Fig. 2, where 
characteristic changes compared to T sites are the 
emission minima along <100> and {100} direc- 
tions. This is due to the fact that H sites are located 
off all atomic <100> axes and {100} planes. Note 
that the <111> and <100> patterns of bond center 
(BC) and anti-bonding (AB) sites are completely 
identical to H sites. If existing at all, the Er fraction 
on substitutional sites must also be small. Only the 
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experiment 
-1    0     1 

simulation for near-T sites 
-2-1012 

<111> 

<110> pattern (Fig. lc) allows to discriminate between S and T sites. Slight improvements in <110> 
fit quality indicated possible fractions of up to 5% on S sites, however, this value is close to the 
statistical limit of the data. 

We can not a priori ex- 
clude that the observed 
,67mEr lattice sites are 
already completely deter- 
mined by the chemical 
nature of the parent Tm. 
The influence of the elec- 
tron capture decay of 167Tm 
is hard to predict. The 167Er 
nucleus receives a recoil 
energy of 0.7 to 0.9 eV due 
to neutrino emission, and 
the initial electronic 
configuration of Er 
contains a hole in the K 
shell. Both thermalization 
of nuclear recoil and elec- 
tronic deexcitation via X- 
ray emission are finished 
when the conversion elec- 
trons are emitted, but 
could have produced meta- 
stable configurations. We 
have therefore chosen to 
directly monitor the ther- 
mal stability of near-tetra- 
hedral 167mEr by increasing 
the measuring temperature. 
Recording emission 

channeling patterns while keeping the «-Si FZ sample at 600°C and 900°C, we obtained essentially 
the same results as at room temperature (Figs. 3 and 4). This gives direct evidence that Er is stable 
on the near-T sites up to 900°C, at least during the 2.28 s time window of the half life of the 
isomeric state. 

1.12-1.18 
1.06-1.12 

1.00-1.06 

0.94-1.00 
0.88 - 0.94 

0.82 - 0.88 
0.76 - 0.82 
0.70 - 0.76 

Fig. 3. a), b): <111> and <110> channeling patterns from 167mEr in n- 
Si FZ measured at 900°C. c), d): best fits of simulated patterns to the 
experimental yields, corresponding to 95% and 87% of emitter atoms 
on near-T sites. 

Figure 4 displays the Er fractions on near-T sites following isochronal annealing steps of both FZ 
and CZ Si. Electron emission channeling effects were already clearly visible directly after room 
temperature implantation. The channeling patterns could be well fitted by assuming 20-25% of Er 
on near-T sites and the others contributing with an isotropic emission yield. Isotropie emission 
yields are characteristic for probe atoms on sites of very low crystal symmetry or in amorphous sur- 
roundings. Since the 167Tm/167Er probes end up in highly defective crystalline surroundings, we 
believe that in the as-implanted state the fraction of probe atoms which are located near tetrahedral 
interstitial positions with only short-range order preserved, is much higher than 20-25%. Upon 
annealing to 600°C, electron emission channeling effects increased markedly. We attribute this to 
the well-known solid phase epitaxial regrowth of implanted Si in the temperature range 550-600°C 
(see, e.g., Ref. [19]). As a result, the quality of the crystal lattice is restored to a large extent, and 
our measurements show that subsequently more than 90% of 167Er emitter atoms are located on 
near-T sites. For annealing above 800°C, the fraction on near-T sites dropped markedly in CZ Si. 
However, this decrease was not compensated by an increase of other specific lattice sites but was 
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rather due to the occupancy of random sites. In contrast, even prolonged annealing at 900°C for 2h 
could not reduce the near-T fraction in FZ Si by more than 10%. 
Comparing with RBS studies reported in the literature, our results correspond with the near-T sites 
assigned to Yb in Si [20,21], Er in GaAs [22,23] and Er in highly doped AlGaAs [23], but differ 
from the H sites reported for Er in 600°C-annealed CZ Si [8,9], S sites for Er in unspecified Si [7], 
and S sites for Er in low-doped AlGaAs [23]. Possible reasons for the discrepancy in the case of CZ 
Si could be the higher Er doses applied in the RBS experiments combined with hot implantation at 
350°C, or the influence of nuclear decay in our experiments. However, since the RBS data shown in 
Refs. [8,9] closely resemble those in Refs. [22,23], we suggest that the interpretation as H sites is 
questionable and the authors of [8,9] also observed near-T sites. 

What could be the reasons for the de- 
crease in the near-T Er fraction in CZ 
Si? The Tm/Er concentration reaches 
a maximum of 2x10" cm3 in the peak 
of the implantation cascade, which is 
about a factor of 20 or more higher 
than the usual O concentrations in CZ 
Si. From the diffusivity of O (D=0.13 
cm2 s"1 exp[-2.53 eV/kT] [24]) one 
estimates migration lengths of 110 A 
within 10 min at 600°C and 8100 A at 
900°C. Therefore, a few simple O-Tm 
and O-Er pairs might already form at 
moderate annealing temperatures. 
Complexes where all Tm/Er atoms 
are saturated with multiple oxygen 
atoms, however, would require 
prolonged annealing since the 
additional oxygen has to be supplied 
by the bulk of the sample. At 900°C 
the diffusivity of Er (D«4015 cm2 s"1 

[1]) also plays a role, giving mean 
diffusion lengths of 190 Ä within 10 
min. The parent Tm probably acts 
similar to Er. The following scenario 
is compatible with both our observa- 
tions in CZ Si and the EXAFS results 
of Refs. [12,13]. Some Er atoms 
capture oxygen already around 
600°C, probably still residing on 
near-T sites. Upon further annealing 
to 900°C these centers act as pre- 

cipitation nuclei for additional oxygen supplied by the bulk and the remaining rare earths, forming 
disordered Er203-like precipitates. 
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Fig. 4. Isochronal annealing sequences (10 min) for 
the fraction of 167mEr on near-T sites in FZ and CZ 
Si. All measurements were done at room tem- 
perature, except for those marked TM=TA, where 
measuring and annealing temperature were identical. 

Conclusions 
Our experiments give direct evidence that Er can be incorporated close to tetrahedral interstitial 
sites in Si, as was already suggested by the existence of a cubic PL center [9,10] and is in accor- 
dance with theoretical predictions [5]. However, we observed either static displacements of 0.43(8) 
A from ideal T sites for all Er atoms, or, equally possible, the existence of several different Er 
lattice sites in the range 0-0.6 A from the T sites. Our interpretation is that there exists a mixture of 
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Er on ideal T sites and some displaced Er paired with nearby vacancies or other defects. In contrast 
to FZ Si, where near-T Er shows a remarkable thermal stability even at 900°C, the near-T fraction 
of 167mEr in CZ Si decreases considerably for 10 min annealing at 800°C and above. We therefore 
suggest that segregation of Er and O into small disordered rare earth oxide precipitates accompanies 
the increase in luminescence yield which is usually observed for Er-doped CZ Si annealed at 900°C. 

Acknowledgments 
We thank H. Hofsäss for the permission to use his electron channeling simulation code 
"Manybeam". J.G.M. and J.G.C. acknowledge JNICT (Portugal) for grants under the Praxis XXI 
program, A.V. the post-doctoral research program of the Fund for Scientific Research, Flanders 
(FWO). 

References 
[I] F.Y.G. Ren, J. Michel, Q. Sun-Paduano, B. Zheng, H. Kitagawa, D. C. Jacobson, 
J. M. Poate and L. C. Kimerling, Mat. Res. Soc. Symp. Proc. 301, 87 (1993). 
[2] G. Franzo, F. Priolo, S. Coffa, A. Polman and A. Camera, Appl. Phys. Lett. 64, 2235 (1994). 
[3] B. Zheng, J. Michel, F.Y.G. Ren, L.C. Kimerling, D. C. Jacobson and J. M. Poate, Appl. Phys. 
Lett. 64, 2842 (1994). 
[4] J. Michel, J.L. Benton, R.F. Ferrante, D.C. Jacobson, D.J. Eaglesham, E.A. Fitzgerald, Y.H. Xie, 
J.M. Poate and L.C. Kimerling, J. Appl. Phys. 70, 2672 (1991). 
[5] M. Needels, M. Schlüter and M. Lannoo, Phys. Rev. B 47,15533 (1993). 
[6] Y. S. Tang, Z. Jingping, K. C. Heasman and B. J. Sealy, Sol. State Comm. 72, 991 (1989). 
[7] A. Kozanecki, R. Wilson, B. J. Sealy, J. Kaczanowski, and L. Nowicki, Appl. Phys. Lett. 67, 
1847(1995). 
[8] A. Kozanecki, J. Kaczanowski, R. Wilson and B. J. Sealy, Nucl. Instr. Meth. B 118, 709 (1996). 
[9] Y.S. Tang, K.C. Heasman, W.P. Gillin, and B.J. Sealy, Appl. Phys. Lett. 55,432 (1989). 
[10] H. Przybylinska, W. Jantsch, Y. Suprun-Belevitch, M. Stephikhova, L. Palmetshofer, 
G. Hendorfer, A. Kozanecki, R. J. Wilson and B. J. Sealy, Phys. Rev. B 54, 2532 (1996). 
[II] S.Y. Ren and J.D. Dow, J. Appl. Phys. 81, 1877 (1997). 
[12] D.L. Adler, D.C. Jacobson, D.J. Eaglesham, MA. Marcus, J.L. Benton, J.M. Poate 
and P.H. Citrin, Appl. Phys. Lett. 61,2181 (1993). 
[13] A. Terrasi, G. Franzo, S. Coffa, F. Priolo, F. DAcapito and S. Mobilio, Appl. Phys. Lett. 70, 
1712(1997). 
[14] H. Hofsäss and G. Lindner, Phys. Rep. 201,123 (1991). 
[15] U. Wahl, J.G. Correia, J. De Wächter, G. Langouche, J.G. Marques, R. Moons, A. Vantomme, 
and the ISOLDE collaboration, Mat. Res. Soc. Symp. Proc. 469 (1997), in press. 
[16] E. Kugler, D. Fiander, B. Jonson, H. Haas, A. Przewloka, H.L. Ravn, D.J. Simon, 
K. Zimmer and the ISOLDE collaboration, Nucl. Instr. Meth. B 70, 41 (1992). 
[17] P. Weilhammer, E. Nygärd, W. Dulinski, A. Czermak, F. Djama, S. Gadomski, S. Roe, 
A. Rudge, F. Schopper and J. Strobel, Nucl. Instr. Meth. A 383, 89 (1996). 
[18] U. Wahl, S.G. Jahn, M. Restle, C. Ronning, H. Quintel, K. Bharuth-Ram, H. Hofsäss, and the 
ISOLDE collaboration, Nucl. Instr. Meth. B 118, 76 (1996). 
[19] E. Rimini, Ion Implantation: Basics to Device Fabrication, Kluwer, Boston, 1995, p 173 ff. 
[20] J.U. Andersen, O. Andreasen, J.A. Davies and E. Uggerhoj, Radiat. Effects 7,25 (1971). 
[21] F. H. Eisen and E. Uggerhoj, Radiat. Effects 12,233 (1972). 
[22] J. Nakata, M. Taniguchi and K. Takahei, Appl. Phys. Lett. 61, 2665 (1992). 
[23] E. Alves, M.F. da Silva, A.A. Melo, J.C. Soares, G.N. van den Hoven, A.Polman, K.R. Evans 
and C.R. Jones, Mat. Res. Soc. Symp. Proc. 301,175 (1993). 
[24] Landolt-Börnstein, Numerical Data and Functional Relationships in Science and Technology, 
Vol. 22b, edited by M. Schulz (Springer, Berlin, 1989). 



Materiah Science Forum Vols. 258-263 (1997) pp. 1509-1514 
© 1997 Trans Tech Publications, Switzerland 

PHOTO- AND ELECTROLUMINESCENCE OF ERBIUM-DOPED SILICON 

S. Lanzerstorfer1, M. Stepikhova1'2, J. Härtung3, C. Skierbiszewski4 and W. Jantsch1 

'Institut für Halbleiterphysik, Johannes Kepler Universität, 4040 Linz, AUSTRIA 
Permanent address: State University, 603600 Nizhny Novgorod, RUSSIA 

3Centre for Electronic Materials and Dept. of Electrical Engineering and Electronics, UMIST, PO 
Box 88, Manchester M60 1QD, UK 

4High Pressure Research Center, Polish Academy of Sciences, 01-142 Warsaw, Poland 

Keywords: erbium, silicon, electroluminescence, excitation mechanism, rise time, decay time 

Abstract. We investigate Er implanted light emitting diodes operating under forward bias and we 
discuss the mechanisms responsible for the luminescence quenching. The Er-related photo- and 
electroluminescence intensity exhibit qualitatively the same temperature dependence as the decay 
time of the 1.54 urn emission. Both the rise time and the decay time of the Er luminescence 
decrease with increasing driving current. The rise time drops to a minimum value, whereas the 
decay is accelerated with increasing current. Depleting the space charge region of the diode between 
the forward bias pulses gives no change in decay time. This demonstrates, that an Auger process via 
free carriers cannot account for the de-excitation process at the present carrier concentrations. We 
ascribe the temperature quenching to a thermally activated energy back-transfer via a deep level in 
the gap. Our results indicate, that the 1.54 um emission at room temperature is due to dislocation 
related luminescence. 

Introduction 
Optical transitions within the 4f shell of rare earth dopants in semiconductors and other luminescent 
materials can be utilized for a variety of applications like photon up-conversion, optical 
amplification and lasers. Er in its trivalent charge state shows luminescence at 1.54 urn which is an 
important wavelength in optical communication due to minimum losses in fibers. The emission 
wavelength of this intra 4f (4Ii3/2->4Ii5/2) transition is nearly host- and temperature independent. 
Especially Er doped Si has attracted considerable interest for the last decade and great efforts were 
undertaken to increase the photo- (PL) and the electroluminescence (EL) yield [1-3]. The 
incorporation of Er in Si circumvents the indirect bandgap of Si and it offers the benefit of a 
temperature stable infrared light source compatible with Si technology. Co-doping with light 
elements (mainly oxygen) high Er concentrations and specific annealing procedures are required to 
achieve intense luminescence [4, 5]. Only non-equilibrium methods like ion implantation and 
molecular beam epitaxy (MBE) provide Er concentrations far beyond the solubility limit [6, 7]. The 
main obstacle in obtaining practical devices of Er doped Si is the temperature induced quenching of 
the luminescence well below 200 K. Therefore it is necessary to understand which mechanisms 
govern the excitation and the radiative and non-radiative de-excitation of the Er3+ ion, respectively. 
The excitation of PL, which is similar to EL in forward bias, occurs via an energy transfer from 
localized excitons to the Er 4f shell. Competing processes to the radiative de-excitation are back- 
transfer to a level in the gap and Auger recombination including free carriers, demonstrated in 
literature [8, 9]. In contrast to recent investigations [10], we used large area diodes to observe the 
luminescence yield and decay time behavior under a low current density excitation. 

Experimental 
A single crystal (100) oriented p-type (boron doped) float zone silicon wafer with a resistivity of 
20 Qcm was implanted with Er, O and P at room temperature. To obtain a homogeneous doping 
profile Er was implanted with two energies, 300 keV and 80keV and doses of 7-1012cm"2 and 
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3-10 cm" , respectively. O and P were coimplanted choosing such parameters that the projected 
range coincided with the 120 nm deep Er profile. The O dose was adjusted to obtain a concentration 
ten times higher than the Er concentration. Since the donor efficiency of Er in the presence of O is 
only 20% [11], P was implanted with a dose of 1.51012 cm"2 in order to obtain a steeper p/n- 
junction. For comparison a p-type Czochralski silicon wafer with the same resistivity was implanted 
with 81013cm"2 Er. After implantation the samples were annealed at 900 °C for 30 min in a 
nitrogen ambient. The diode fabrication was completed by evaporation of 800 Ä thick Au contacts. 
The light output was taken from the polished backside of the sample through a 30 um spaced 
grating contact which ensures a fairly homogeneous electric field distribution within the 4x4 mm2 

sized samples. PL and EL measurements were performed by the use of a Bomem DA8 Fourier 
transform spectrometer. The samples were mounted on a cold finger of a continuous He flow 
cryostat placed in a vacuum chamber at the back port of the spectrometer. A liquid nitrogen cooled 
Ge detector was used to detect the light emitted from the samples. An InGaAs detector with a 
Peltier cooler and a 1.54 urn bandpass filter with a full width at half maximum of 15 nm were used 
for time resolved measurements recorded by an averaging Tektronix storage oscilloscope. The 
overall system response time was 20 us. 

Results and discussion 
EL spectra measured on a forward biased diode under cw-conditions are shown in Fig. la. We 
obtain a series of sharp lines characteristic for Er intra-4f transitions. Those from the center with 
cubic symmetry are labeled „C", whereas line „D" has been ascribed to a complex of Er and 
implantation defects [12, 13]. Increasing the current density affects only the intensity, but no 
additional lines appear. The background around 1.54 urn increases linearly with current density, 
whereas the Er related luminescence tends to saturate at relatively low current densities (s. Fig. lb). 
Equivalent spectra are obtained in PL indicating that the same centers are excited, either optically or 
electrically. 

3 
xi 
-2- 

'« 
c 
CD 

LU 

a) 

>> 
■4—» 

'co 

I Ü   I 

80 mA/om LJ 

1,52 1,53 1,54 1,55 1,56 

Wavelength (urn) 

b) T=10K 

• 

yS                  • 

• / 
• / 
•/ 

•     Line "C,": 1.537 |jm 

• 
>        I -  

200       400 600 800       1000 

Current density (mA/crrf2) 

Fig.la) EL spectra obtained at T=10 K with increasing current densities below saturation. The 
emission is caused by Er ions with cubic surrounding („C") and by complexes of Er and 
implantation defects (D). b) Dependence of the Ci-line intensity at 1.537 jum on current density at a 
constant temperature (10 K). 
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Figure lb shows the dependence of the EL intensity of the 1.537 um line on current density. Below 
100mA/cm2 a linear increase of EL intensity is observed, while saturation occurs beyond 
400 mA/cm2 at low temperatures. The solid line represents a fit applying a saturation law with 
120 mA/cm2 as 1/e value. At elevated temperatures this saturation threshold is shifted to higher 
current densities. The temperature quenching of the EL intensity in Fig. 2 is governed by three 
regimes. Below 20 K the intensity remains constant. At intermediate temperatures between 20 K and 
100 K the EL yield starts to decrease with an activation energy of 10 meV. At temperatures higher 

than 100 K an efficient quenching 
mechanism reduces the EL intensity 
with a much higher activation energy 
of 70 meV which is responsible for 
vanishing EL at room temperature. As 
also depicted in Fig. 2 the temperature 
dependence of the EL intensity is 
nearly identical with the one of the 
decay time. 
All three regimes appear in decay time 
quenching too, indicating that the non- 
radiative mechanisms become 
increasingly important there. The 
activation energy for the yield 
quenching of 10±05 meV is higher in 
the intermediate temperature regime 
than the decay time quenching energy 
of 8±(u meV, which provides evidence 
that not only non-radiative de- 
excitation is responsible for the 
luminescence quenching. Obviously 
the quenching is accompanied by a 
reduction of excitation efficiency, too. 
In this temperature regime the Er 
excitation is governed by the 
competing mechanisms of exciton 
localization and energy transfer and by 
the detachment without energy 
transfer. The 10 meV activation energy 

in the luminescence quenching is ascribed to the exciton binding energy at a deep level localized in 
the vicinity of the Er ion where a subsequent energy transfer to the 4f shell can occur. Thermally 
released bound excitons and their non-radiative recombination without energy transfer could account 
for the different activation energies of luminescence- and decay time quenching. We relate the 
90 meV quenching mechanism to contributions of both exciton dissociation and non-radiative de- 
excitation of the Er ion. The defect to which the exciton is bound serves as a co-activator for the Er 
excitation [13] and thus it can support also the energy back-transfer from the 4f shell including 
phonons to a carrier bound at this deep level, still populated at high temperatures. Since this 
activation energy does not depend on current density below saturation, we rule out an Auger process 
involving free carriers in this regime for our samples. However, an impurity Auger mechanism can be 
responsible for the de-excitation after back-transfer to this trap level. 

Inverse temperature (1000/K) 

Fig. 2) Arrhenhis plot of the EL intensity and the decay 
time of the 1.537 (im line. The decay time is observed 
dawn to 40 fis, which is twice the system response time. 
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The dependence of the EL intensity on current density (Fig. lb) is similar to the behavior of the 
excitation probability, which is proportional to the inverse rise time, as revealed in Fig. 3a. Below the 
saturation regime the inverse rise time increases linearly with current density, whereas under 

saturation the rise time drops to a 
minimum value of 80 us at the 
highest applied current density of 
1 A/cm2. In the linear regime, the 
slope   is   proportional    to    the 
excitation cross section calculated 
to    be   c=2.5-10"15cm2,    which 
demonstrates a relatively efficient 
excitation of the Er ions at low 
temperatures  as  compared  with 
the cross section for direct optical 
excitation in the order of about 
5-10"21 cm2 [14]. An extrapolation 
of the   rise   time  towards   zero 
current gives a value of 270 us, 
which is about a quarter of the 
extrapolated    decay    time    (see 
Fig. 3b) at the same temperature. 
As shown in Fig. 3b, the decay 
time   of   the   excited   Er   ions 
develops in a completely different 
way.     Increasing    the    current 
density into the saturation regime 
results in a rapid drop of decay 
time indicating that a fast non- 
radiative     mechanism     becomes 
dominant at high current densities. 
The decay time in this region can 
be    fitted    using    a    quadratic 
dependence     on     the     carrier 
concentration,  as  shown by the 
dotted line in Fig. 3b,  which  is 
characteristic     for     an     Auger 
process   involving   free   carriers. 
The relatively sharp onset of de- 
excitation via an Auger process 
and   the   coincidence   with   the 
saturation current density reveals 

a strong correlation between the excess carrier concentration and the quenching efficiency. In the 
low current density regime, there is no indication of Auger de-excitation mechanism in our samples. 
To strengthen this conclusion we investigated the EL decay time under different bias conditions with 
a current density below saturation. Fig. 4 shows the EL response excited by a 1 ms pulse in forward 
direction. The solid line represents the EL response without reverse bias between the forward biased 
pulses. Open circles give data for a reverse bias corresponding to 400 mA/cm2, which is well below 
the onset of decay time quenching. There is no influence of reverse bias, neither on rise time nor on 
the EL intensity nor on the decay time. This again indicates the absence of a free carrier Auger 
process below saturation conditions. 
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Fig. 3a) Dependence of the inverse rise time of the 
EL signal on current density in forward bias. 
b) Inverse decay time as a fimction of current 
density. Note the onset of non radiative de- 
excitation exceeding 600 mA/cm2. 
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Fig. 4) EL response during applying a 1 ms 
pulse in forward direction. The solid line 
corresponds to zero bias, open circles 
represent the yield of the negative biased 
diode. 

Er - and dislocation 
related luminescence 

rd) EL: T=300 K 

1,2 1,3 1,4 1,5 1,6 

Wavelength (Lim) 
Fig. 5a) PL spectrum of the heavily doped 
sample at 77 K. b) Spectrum obtained applying 
photo- and electro excitation simultaneously. 
EL spectrum at the same temperature (c) and at 
room temperature (d) 

As exemplified in Fig. 4, at low 
temperatures a fast initial decay of EL 
intensity is followed by a slow decay. 
Increasing the current density in 
forward bias results not only in a 
decrease of decay time (Fig. 3b), but 
this fast initial decay becomes more 
pronounced, too. In contrast to the 
slow decay time, the fast decay time of 
70 us is not affected by increasing the 
current density at 10 K. Increasing the 
temperature to 100 K shortens the fast 
decay time, however, to the detector 
limit of 20 us. The portion of the EL 
yield which decays with this fast 
component grows linearly with the 
applied current density. These findings 
indicate that the fast de-excitation 
mechanism, which does not show 
saturation, is caused by centers 
without any direct correlation to Er. A 
comparison of the spectra obtained at 
current densities just below and well 
above saturation threshold reveals an 
unchanged Er related emission 
superimposed on a background, which 
grows linearly with increasing current 
density. Therefore we assume that the 
initial decay corresponds rather to 
dislocation related luminescence, 
which is always present as some 
background, than to Er. 
Figure 5 shows spectra of the CZ 
sample implanted with a ten times 
higher Er dose (8-1013 cm"2). No sharp 
distinct lines occur as a consequence 
of substantial broadening due to heavy 
Er implantation. There is a weak 
background at 77 K in the range 
between 1.4 urn and 1.7 um in the PL 
spectrum (trace a) caused by defect 
related luminescence. After applying 
also a current simultaneously to the 
photo-excitation (trace b), this 
background increases in magnitude 
and spectral extension. Exciting solely 
electrically (trace c) results mainly in 
this broad band luminescence rather 
than in Er related emission indicating 
an efficient energy transfer to centers 
responsible for the background 
luminescence. 
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The shape of the background and its spectral evolution with increasing temperature to higher 
energies resemble that of the so-called Dl dislocation line [15]. The dip around 1.4 um is an 
experimental artifact due to the setup used. Increasing the temperature to 300 K the Er luminescence 
vanishes as shown in trace d, whereas the dislocation related luminescence is still visible. 

Conclusions 
The temperature quenching of the EL yield is related to the decay time. Below 20 K, both the EL 
yield and the decay time remain constant. Between 20 K and 100 K quenching of the EL intensity 
occurs with an activation energy of 10 meV corresponding to the exciton binding energy at a deep 
level. This possibly Er-, O-related level acts as a gateway for Er excitation and, at temperatures 
above 100 K, also for the de-excitation via an energy back transfer. Below saturation a direct Auger 
de-excitation of Er can be ruled out for our samples. However, at high current densities the free 
carrier Auger process becomes important as confirmed by the dependence of the decay time on 
current density. The time evolution of the EL transient shows a fast and a slow decay. The slow 
decay is Er related, whereas the fast initial decay could be caused by broad band dislocation 
luminescence. 
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Abstract. Donor centers formed in Czochralski-grown silicon after erbium implantation and 
subsequent annealing at 700° and 900°C were studied. Two kinds of centers are produced at 
700°C: shallow oxygen-related donors with ionization energies between -0.03 eV and ~0.04 
eV and deeper erbium-related centers. Modifications of donor centers at 900°C lead to the 
appearance of donor states at Ec-0.15 eV in large concentrations. These centers are thought 
to be involved in the erbium-related luminescence. Heat treatment of Er-implanted Cz-Si at 
450°C doesn't produce any pronounced effect on the erbium-related centers. By contrast, it 
has a marked effect on the oxygen-related shallow donors. 

Introduction 
A lot of information on the electrical and optical properties of Er-related centers in 
crystalline Si has been collected over the last six years; see for instance [1-6]. Active interest in 
this impurity has been generated by a luminescence band at 1.54 urn associated with the 
erbium. This opens new ways for important technical applications [7]. 
Although the excitation and deexcitation mechanisms of Er3* are known in general terms (see 
for instance [6, 8]), some essential details, among them the relevant energy states, require 
elucidation. Very recently, measurements of the temperature dependence of the erbium 
luminescence intensity and lifetime in Si after Er and N co-implantation made it possible to 
identify the energy levels involved in excitation and deexcitation of the erbium. For Si after 
co-implantation of Er and O, donor levels at Ec-0.15 eV are claimed to be important in the 
luminescence process [3], even though their concentration was found to be very low. The 
purpose of this work is to provide detailed information on donor centers formed in 
Czochralski-grown Si after Er implantation and subsequent annealing at 700° and 900°C. 

Experimental 
Wafers of carbon-lean Czochralski-grown silicon (Cz-Si) doped with boron (p«50 ficm and 
7.5 fi-cm) were used. Samples with low (a few 1017 cm-3) and high (~11018 cm-3) oxygen 
contents were subjected to Er-implantation. The implantation dose of Er ions of 1.2 MeV 
ranged from 110" cm-2 to MO13 cm2. In some cases we also used co-implantation of O ions 
of 0.17 MeV. All samples were then annealed in two steps at 700° and 900°C for 30 min in a 
chlorine-containing atmosphere. After the annealing the implanted layers of about 0.5 um in 
thickness become n-type. Some samples prepared in this way were subjected to additional 
heat treatment at 450°C to trigger oxygen aggregation processes in this "classical" 
temperature region. Though this heat treatment doesn't produce effects on the erbium 
luminescence [9], it is interesting to take a look at the formation of oxygen-related centers in 
Cz-Si:Er. 
Hall effect measurements were taken by means of the Van der Pauw technique over the 
temperature range of 20 K to 300 K. The data obtained were analyzed with the use of 
relevant   electroneutrality   equations   [10-12].   Infrared   photoconductivity   spectra  were 
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recorded at low temperatures, 4 K to 20 K, by a contactless method in the 200-800 cm-' range 
using a Bruker IFS-113v Fourier transform spectrometer. 

Results and Discussion 

Annealing of Cz-Si:Er at T=700°C 
Shallow donor centers appear in the Si:Er at a dose of 5-10ncnr2 (Fig. 1); with decreasing 
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Fig. I. Electron concentration vs temperature 
for Cz-Si after Er implantation and 
subsequent annealing at 700°C. Implantation 
dose: <I>(Er)=5lO" cm-2. Points, experimental; 
curve, calculated. Activation of donor centers 
at ~Ec-0.l0 eV is shown on the expanded 
scale. 

dose <I>(Er) down to M0" cnr2 there is no shallow donor state, except for residual 
phosphorus in a concentration of 71013 cm-3 for the samples with higher resistivity before the 
implantation. Analysis of the n(T) curve revealed that a three level model including donor 
states at ~Ec-0.03 eV, Ec-0.046 eV, and Ec-0.10 eV provides a good description of the 
experimental points; see Fig. 1. As is seen, the n(T) curve over the temperature range of 100 
K to 200 K shows only the presence of donors at ~Ec-0.10 eV. A new step on the curve at 
T>250 K points to deeper donor states at >Ec-0.2 eV in considerable concentrations. It 
means that there is no trace of donor levels at Ec-0.15 eV which are believed [3] to be 
important for the characteristic luminescence of Er34-. 
The n(T) curves for higher implantation doses are shown in Fig. 2. Again, we did not detect 
the presence of donor centers at Ec-0.15 eV for Cz-Si:Er at a dose MO12 cm-2. The 
distribution of the observed donor states vs their ionization energies is given in Fig. 3 over the 
dose range of 5-10" cm-2 to M013cm-2. With increasing the dose of Er ions the total 
concentration of all donors at Ed< Ec-0.2 eV also increases, roughly speaking, linearly with 
the dose up to O(Er)=11013 cm2; see Fig. 4. At higher doses the curve in Fig. 4 deviates from 
this linearity likely due to the high concentration of radiation-induced defects resulting in 
high densities of extended structural defects upon the annealing [13]. 
There are many similarities between the shallow donor states formed in Cz-Si:Er and Cz-Si 
due to thermal treatment over the temperature range of 600°C to 700°C [7]; similar thermal 
donors have been formed in Cz-Si doped with Mg by means of nuclear transmutation 
reactions; see also [14]. It appears that there is one family of oxygen-related donor states 
within the energy interval between ~Ec-0.03 eV and ~Ec-0.04 eV, the gravity center always 
being at the higher energy; see Fig. 3. Some differences in their behaviour (higher thermal 
stability and production rates) are assumed to be related to the fact that they are formed in 
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the presence of intrinsic defects available in abundance. These lattice defects can act as 
nucleation sites for the growing of oxygen aggregates and may be incorporated into their 
electrically active cores. 
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Fig. 2. Electron concentration vs temperature 
for Cz-Si after implantation and subsequent 
annealing at 700°C. Implantation dose: 
0(Er)= MO12 cm-2, curve 1; <D(Er)= MO13 cm-2 

and <D(O)=11014 cm-2, curve 2. Points, 
experimental; curves, calculated. 

20      40      60      80     100 

lonization energy, meV 

Fig. 3. Concentration of donor centers vs 
ionization energy for Cz-Si after 
implantation and subsequent annealing at 
700°C. Implantation dose: 0>(Er)=510n 

cm-2, curve 1; <I>(Er)= 1 • 10n cm-2, curve 2; 
<5(Er)= MO13 cm2 and <D(0)= HO'4 cm-2, 
curve 3. 

By contrast, for donor centers at ~Ec-0.07 eV and at ~Ec-0.10 eV we have not found any 
similarity to the oxygen-related thermal donors formed in Cz-Si at T>600°C. First, they are 
well characterized by the single ionization energy. Second, there are not other donor states 
down to ~Ec-0.16 eV. This enables us to suggest that both centers are erbium-related. 

Fig. 4. Total concentration of donors at 
Ea< Ec-0.2 eV vs implantation dose of Er for 
Cz-Si. Post-implantation annealing at 
700°C. Samples: Cz-Si with oxygen 
contents of HO18cm3(squares); Cz-Si with 
oxygen contents of about 71017 cnr3 

(circles); Cz-Si with oxygen contents in the 
low 1017 cnr3 (triangles) after co- 
implantation of oxygen ions at 
<D(O)=10<D(Er) 

Dose O(Er), cm"' 

Summing up, the donor centers formed in Cz-Si:Er at 700°C (Fig. 3) fall into two groups: 
oxygen-related shallow thermal donors whose energy states occupy the energy interval from 
~Ec-0.03 eV and ~Ec-0.04 eV to erbium-related centers at ~Ec-0.10 eV and ~Ec-0.07 eV. No 
trace of donor states at Ec-0.15 eV has been found. 
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Annealing of Cz-Si:Er at T=900°C 
By way of illustration, we plotted in Fig. 5 the n(T) curves for two samples. Let us first 
discuss the oxygen-related shallow donor centers with E<j<Ec-0.05 eV. For the samples with 

E u 

S io16 
c fl) 
Ü c 
o 

I 1015 

o> 
LU 

-0.085 eV ■ 

8     10    12    14    16 

1000/T, K"1 

1000H-, K 

Fig. 5. Electron concentration vs temperature for Cz-Si after Er implantation and subsequent 
annealing at 900°C. Implantation dose: 0>(Er)= 510" cm"2, curve 1; <I>(Er)= HO12 cm-2, 
curve 2. Points, experimental; curves, calculated. Activation of donor centers at Ec-0.15eV 
for Cz-Si at 3>(Er)= MO12 cm2 is shown on the expanded scale. 

low Er concentration, they disappeared after the annealing (curve 1 in Fig. 5). For the 
samples, with high Er concentrations, they even show an increase of about 20 per cent in their 
total concentration as compared to that found after annealing at T=700°C. However, the 
most important result of the annealing is the appearance of donor states at Ec-0.15 eV; see 
Fig. 5. These donors are well separated from the nearest shallower donor states, by ~7 kT, 
and they are well characterized by the single ionization energy. Their concentration is large, 
upto~1.510lscnr3. 
In a recent study of DLTS spectra taken on epitaxial Si co-implanted with Er and O [2], the 
development of a peak showing an activation energy of 0.15 eV was also observed. However, 
this peak has not been found in Er doped Cz-Si which has the same content of oxygen as that 
in the co-implanted sample. In stark contrast, we observed the formation of donors at Ec- 
0.15 eV in implanted Cz-Si with Er only. Further, a maximum trap concentration was 
estimated in [2] to be of order of ~1013 cm"3. Our electrical measurements give direct evidence 
that the concentration of the relevant donors is much higher, at least by two orders of 
magnitude. Anyway, the ratio of the concentration of donor centers at Ec-0.15 eV to the 
total concentration of Er in the implanted layers is about several tenths, in contrast to ~210~3 

quoted in [2]. At present there is no plausible explanation for the observed differences. 

Heat Treatment o/Cz-Si.Er at T=450°C 
Figure 6 displays two curves of n(T) for a Cz-Si:Er sample first annealed at 700°C and then 
heat-treated at 450°C. After the heat treatment at 450°C we observed that the substrates were 
still of p-type, though high resistive due to compensation of the boron by Thermal Double 
Donors (TDD). The presence of TDD in the substrates was evidenced by IR spectroscopy 
under bandgap illumination. Besides, the spectroscopic data made it possible to estimate the 
total concentration of TDD in the substrates as a reference using the optical cross-sections of 
the 2p0-transitions of the neutral TDD given in [15]. 
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As is seen from Fig. 6, the heat treatment at 450°C gives rise to the formation of thermal 
donors in the implanted layers. The total concentration of TDD can be estimated from the 
electrical data. Analysis showed that their production rate in the implanted layers is 
enhanced at least by a factor of 1.5. The enhanced formation of TDD was evidenced even for 
Cz-Si with low contents of oxygen, a few 10'7 cm-3. Most likely, this behaviour is associated 
with damage-related defects remaining in Cz-Si annealed at 700°C; cf [1]. 
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Ec-0.025 eV| 

Fig. 6. Electron concentration vs temperature 
for Cz-Si after Er implantation and 
subsequent annealing at 700°C (curve 1). 
Implantation dose: 4>(Er)=11012 cm-2 and 
O(O)=11013cm-2. Heat treatment at 450°C for 
10 hrs (curve 2) and 20 hrs (curve 3). Points, 
experimental; curves, calculated. 
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Together with the enhanced formation of TDD, a pronounced increase in the concentration 
of shallow donor states already existing in the Si after annealing at 700°C, from ~51015 cm-3 

to ~71015 cm-3, was observed as a result of the heat treatment at 450°C for 20 hours. This 
provides additional support for our suggestion that this family of shallow donors is oxygen- 
related. By contrast, we could not trace any change in the concentration of erbium-related 
donor centers at ~Ec-0.07 eV and, therefore, they are not involved in the oxygen aggregation 
processes taking place at 450°C. 

Conclusions 
The present work has provided detailed information on the formation and modification 
processes of donor centers at Ed< Ec-0.2 eV in Er-implanted Cz-Si subjected to annealing at 
700°C and 900°C. The general picture includes two kinds of donors making their appearance 
following the 700°C annealing: a family of oxygen-related shallow donor states stretching 
form ~Ec-0.03 eV to ~Ec-0.04 eV and Er-related centers at ~Ec-0.07 eV; the latter ones 
become slightly deeper at low implantation doses. The fate of the oxygen-related shallow 
donors after the 900°C annealing, survive or disappear, turned out to be dose-dependent, 
too. The most important consequence of such a high-temperature annealing is the formation 
of donor centers at Ec-0.15 eV in appreciable concentrations comparable to the total 
concentration of Er in the implanted layers. The role of these Er-related donor states in 
excitation and deexcitation of the erbium may be of practical importance. 
Additional heat treatment of Er-implanted Cz-Si at 450°C produces pronounced effects on 
the oxygen-related shallow donors formed at higher temperatures but the erbium-related 
centers are not involved in oxygen aggregation processes. 
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Abstract. Structural defects and optical features of p-type Cz-Si after implantation of erbium with 
0.8-2.0 MeV energies and lxlO13 cm"2 dose and coimplantation of oxygen with 0.1-0.25 MeV 
energies and lxlO14 cm"2 dose followed by annealing at 1100 °C for 0.5-3.0 hrs in chlorine- 
containing atmosphere have been studied by transmission electron microscopy, optical microscopy in 
combination with selective chemical etching, and photoluminescence. The defects found are Frank 
loops, perfect prismatic dislocation loops and pure edge dislocations, distributed over the layer of 
about 1 urn depth. Frank loop density and size vary over 5xl07 - 2xl06 cm"2 and 0.4-10.0 urn ranges, 
respectively, depending on the implantation and annealing conditions. In all the samples, small 
perfect dislocation loops are of the same size of 0.1-0.5 \xm but their density strongly depends on the 
implantation conditions. Pure edge dislocations result from large perfect loops at their interaction and 
form three-dimensional network. Dislocation density in the network depends on the implantation and 
annealing conditions and varies from 2xl06 to 8xl07 cm'2. Strong Dl and D2 bands dominate in the 
photoluminescence spectra. A correlation between intensity of Dl/D2-bands and edge dislocation 
density has been found. The Dl and D2 bands are attributed to the dislocation nodes arising at the 
edge dislocation crossings in the three-dimensional dislocation networks. 

Introduction. 
Fabrication of the light-emitting structures with wavelength of 1.54 urn is of great interest for 
application in optoelectronics. One of the ways to produce such structures involves the doping 
silicon with erbium, which results in occurrence of intra-4f shell transitions of rare-earth ion [1]. The 
fabrication of structures with luminescence caused by the presence of dislocations in material can be 
considered as another possible way. Formerly the dislocation related luminescence (D-bands) has 
been observed in plastically deformed silicon [2-5] and relaxed epitaxial SiGe layers [6,7]. Recently 
D-bands have been observed in photoluminescence (PL) spectra of silicon doped with erbium and 
annealed at 1100 °C [8-11]. An assumption has been advanced that these bands are related to the 
dislocations, too. In this paper, a study of the structural defects arising in such material has been 
carried out and an analysis of the PL behavior with regard to certain defects has been performed. 

Experimental. 
For formation of Si:Er, Er ions were implanted at 0.8-2.0 MeV energies and lxlO13 cm"2 dose in p- 
type Cz-Si(OOl) with a resistivity of 1-20 Qcm. Coimplantation of oxygen ions with 0.1-0.25 MeV 
energies and lxlO14 cm"2 dose was also performed. Postimplantation annealing at 1100 °C for 0.5- 
3.0 hrs was carried out in chlorine-containing atmosphere. A study of the structural defects were 
carried out by transmission electron microscopy (TEM) on the cross-sectional and plan-view 
samples, by optical microscopy with Nomarski interference contrast in combination with selective 
chemical etching on the oblique sections, and photoluminescence. PL was excited by a mechanically 
chopped Ar laser beam. The radiation emitted was collected by a lens, dispersed by a 0.75 m 
monochromator and registered by an nitrogen-cooled Ge detector. The sample temperature was 1.8 
K. Luminescence spectra were recorded using a lock-in amplifier. 
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Results and Discussion. 

Influence of implantation conditions. 
Investigations were carried out on the samples with single and multiple implantation of erbium as 
well as with coimplantation of oxygen. The annealing of the samples was performed at identical 
conditions for 0.5 h. The implantation conditions and structural and optical findings for these 
samples are given in Table 1. 

Structural defects. The chemical etch patterns revealed on the oblique sections show straight 
segments typical for stacking faults and small etch pits. Three types of the defects were observed by 
TEM: i) Frank loops, ii) perfect prismatic dislocation loops, iii) pure edge dislocations (Fig. 1, a). 
Frank loops are the interstitial dislocation loops on {111} planes with Burgers vector 6=a/3<lll>. 
Perfect prismatic dislocation loops are the interstitial loops with Burgers vector ft=a/2<110> and lie 
mainly on {110}planes. Pure edge dislocations (Fig. 1, b-c; dislocation contrast disappears under 
<220> diffraction) arise as a segment between two touching large perfect loops [12]. Multiple 
interaction of such perfect loops leads to the formation of three-dimensional network with high 
density of the edge dislocations. The study of defect contrast shows that all of them are free from 
erbium precipitates. The study of the wafer cross-sections shows that structural defects are localized 
over the layer of about 1 (im depth (Fig. 2). Frank loops of small and middle sizes are distributed 
over the whole implanted layer. Large Frank loops extend through the whole layer in such a way that 
their growth downward stops when they reach a bottom of the implanted layer and their further 
propagation proceeds along this layer. Dislocation network consists of complex-shaped meshes and 
extends through the whole layer. Small perfect loops locate mainly in the upper half of the layer. 

After implantation of erbium with 1.2 MeV ion energy and thermal annealing (sample A), large 
Frank loops (>1 urn) are formed with density of 2xl07 cm"2. The small Frank loops (0.4-0.8 urn) 
was not observed in this structure. Coimplantation of oxygen (sample B) leads to increasing the total 
density of Frank loops (see Table 1). However sizes and density (1.5xl07 cm"2) of large Frank loops 
slightly decrease, the fraction of small Frank loops is about 40%. The multiple erbium implantation 
(sample C) also leads to increasing the total Frank loop density, but the fraction of small loops reachs 
about 80%. In this case, the sizes and density of large loops (7x106 cm"2) decrease to a high extent. 

Table 1. Conditions of implantation, structural and photoluminescence features of silicon 
annealed at 1100 °C for 0.5 h. 

Energy, 

MeV 

Frank loops Small perfect 
loop density, 
cm-2 

Dislocation 
density, 
cm2 

PL intensity, 
Sample Size,       Density, 

ixm         cm-2 
Dl       D2 
arb. un. 

A Er: 1.2 1.1-4.0       2xl07 2xl06 4xl07 272      462 

B Er: 1.2 
0:0.17 

0.7-3.0    2.5x107 4xl06 8xl07 327      516 

C Er: 2,0; 
1.2; 

1.6 
0.8 

0.4-1.9       4xl07 7xl07 8xl07 186       144 
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Fig. 1. Plan-view TEM images of structural defects in sample B at the same area in 
different reflections: a)g =<400>; b,c)g =<220>: (1 - Frank loops; 2 - perfect 
dislocation loops; 3 - pure edge dislocations). Marker represents 1 p.m. 

lum 

Fig. 2. Cross-sectional TEM images for the sample B: various areas along the implanted layer 
(1 - Frank loops; 2 - perfect dislocation loops; 3 - three-dimensional dislocation network). 

In all the samples, small perfect dislocation loops have the same size 0.1-0.5 urn but their density 
it is about 2 times higher for coimplantation of oxygen (sample B) and is more than one vanes 

order of magnitude higher for multiple implantation of erbium (sample C) than that for single 
implantation of erbium (sample A). The dislocation density estimated from TEM plan-view images 
varies insignificantly in range (4-8)xl07 cm'2. However, the character of the dislocation network 
changes noticeably. In samples A and B, dislocation structure is similar and characterized, along with 
the other defects, by the presence of a lot of straight segments of pure edge dislocations forming 
large meshes in the three-dimensional network. In sample C, such dislocations are rare because 
perfect dislocation loops are not too large to form well-developed dislocation network while they are 
numerous. 

As can be seen from Table 1, the density of small perfect loops is significantly less than dislocation 
density. In this case, the small etch pits revealed at the surface of oblique sections can be attributed to 
the dislocation etch pits. For these samples, the density of small etch pits is registered to be practically 
similar about (3-5)xl07 cm"2 and these values are in a good agreement with data estimated from 
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TEM images (Table 1). Notice that, until defect density is less than 108 cm"2, the data obtained with 
optical microscope are more reliable due to more statistic of account of revealed defects as well as to 
taking account of the inhomogeneity of their distribution over the sample surface. 

Photoluminescence. From all these samples, intensive Dl- and D2-bands (Fig. 3) with strictly fixed 
wavelengths at 1525 nm (0.8196 eV) and 1417 nm (0.875 eV), respectively, were observed. The 
intensity of Dl- and D2-bands was found to increase on the same value (Table 1) in the sample B 
with coimplantation of oxygen in comparison with initial silicon implanted with erbium (sample A). 
In the sample C with multiple implantation of erbium, a decreasing intensity of the both bands was 
registered in comparison with the sample A. It is noteworthy that the decreasing intensity of D2-band 
has occurred much more sharply. 

600 
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T=l.8K 
D2 

Dl 

HV^T^-W ^'V'VV,1(M^A^rt^^tW^^^ 
/ 
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Wavelengh, nm 

Fig. 3. PL spectrum for sample A. 

Influence of annealing conditions. 
To study regularities of defect structure formation during the postimplantation annealing and to 
clarify a relationship between Dl/D2-bands and certain defects, a study has been carried out of the 
samples with single implantation of erbium with 1.0 MeV energy and annealed at the identical 
conditions for 0.5, 1.0 and 3.0 hrs. The size and density of Frank loops as well as dislocation density 
were estimated from chemical etch patterns. Obtained results indicate that there is a well-defined 
tendency in the defect structure alteration as annealing time increases. Frank loop density (Fig. 4, a, 
curve 1) gradually decreases over about an order of magnitude. Simultaniously their sizes increase 
from 0.4 to 10.0 um. In all the samples of this set, the density of small perfect loops is practically the 
same and much below than the dislocation density. The dislocation density gradually changes in the 
range (2-4)xl07 cm"2 (Fig. 4, a, curve 2). The TEM study of the plan-view specimens shows that 
practically all dislocations in the network are the pure edge dislocations. The intensity of Dl- and 
D2-bands as function of annealing time is shown in Fig. 4, c. 
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Fig. 4. Defect density (a) and photoluminescence intensity (b) as functions of annealing time: 
1 -Frank loops; 2 - pure edge dislocations. 

As seen in Fig. 4, there is a correlation between intensity of Dl/D2-bands and the density of pure 
edge dislocations. This conclusion is confirmed by data obtained on the samples with different 
implantation conditions, in which strong Dl/D2-bands were registered for A and B samples with 
high density of edge dislocations whereas much lower intensity of both bands was registered for C 
sample where poor developed network with low number of edge dislocations has been observed. 
However, as it follows from an analysis of the appropriate curves shown in Fig. 4, the intensity of 
Dl/D2-bands changes distinctly stronger than the edge dislocation density. It is likely that this 
discrepancy can be connected with observed difference in the sizes of meshes in the dislocation 
network. Thus it allows us to suggest that appearence of Dl/D2-bands in PL spectra is related to the 
dislocation nodes arising at the crossings of edge dislocations rather than to the dislocations 
themselves. The similar idea has been advanced in Refs. [5,7] where another type of dislocation 
ensembles in plastically deformed silicon or relaxed epitaxial SiGe/Si structures have been studied. 

In conclusion, we have demonstrated that implantation of high-energy erbium ions with 1x10 cm"' 
dose followed by annealing at 1100 °C in chlorine-containing atmosphere leads to the formation of 
complex ensemble of structural defects in p-type Cz-Si and to appearence of the intensive dislocation 
related PL. The Dl and D2 bands in PL spectra are attributed to the dislocation nodes arising at the 
edge dislocation crossings in the three-dimensional dislocation network. 
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Abstract. Secondary ion mass spectroscopy, Rutherford back scattering, photo- and 
electroluminescence have been used to characterize the structural and optical properties of silicon 
after erbium and oxygen ion co-implantation at different doses followed by annealing. Boron and 
phosphorus implantation, subsequent annealing, metal contact evaporation and chemical etching of 
a mesa-like edge counter have been performed to fabricate the crystalline Si-based light-emitting 
structures. The Er3+-related electroluminescence at ~ 1.54 um excited due to impact ionization in 
avalanche regime has been observed in the 80+300 K temperature range. 

Introduction. 
Er3+ ions exhibit a sharp and temperature-independent luminescence peak at ~ 1.54 |am as a result of 
internal 4f-shell atomic transitions. In the silicon host, the ions can be excited both optically and 
electrically. Therefore, erbium-doped silicon may be a potential material for the fabrication of 
optoelectronic devices. 

Photoluminescence (PL) and electroluminescence (EL) of erbium-doped silicon at liquid nitrogen 
temperature were first reported in 1983 and 1985 by Ennen et al. [1,2]. Michel et al. [3] observed 
erbium-related PL at room temperature for the first time in 1991. Since that time, much effort has 
been made to reveal the luminescence mechanisms and to achieve efficient room-temperature EL in 
the Si:Er system [4]. Yassievich and Kimerling [5] showed that the Auger recombination of excess 
carriers at an Er-related level localized in the forbidden gap and the impact excitation by high 
energy ('hot') carriers were the most effective mechanisms of excitation for the f-electron system of 
threefold ionized rare earth ions in silicon. During 1993-1996, room temperature EL was observed 
in Si:Er diodes fabricated by the ion implantation [6,7], solid phase epitaxy [8,9], and molecular 
beam epitaxy [10] techniques. EL was found to occur under both forward [6-10] and reverse bias 
[8-10]. Various experiments [11-15] have unambiguously established that the excitation of an Er 
core during PL or injection EL is associated with the Auger recombination of an exciton bound to 
an Er-related defect. An appreciable decrease in the PL and injection EL intensities by two or three 
orders of magnitude was observed with temperature increasing from 77 to 300 K [3,4]. At the same 
time, the temperature-related quenching of the EL in reverse biased diodes was strongly reduced [8- 
10]. In this case, luminescence was excited by hot carriers generated during the tunnel (Zener) 
breakdown. It was reasonable to suggest that Er3+ ions could also be excited by hot carriers 
generated during the p-n junction avalanche breakdown. In this paper, we describe the fabrication 
and characterization of erbium-oxygen-doped silicon avalanching light-emitting diodes (LEDs) 
operating at room temperature. 

Experimental. 
The starting wafers of phosphorus-doped <100> and <111> Cz silicon (5-20 Q cm) were used as 
substrates. To increase the Er-related luminescence intensity, we used a conventional procedure of 
erbium and oxygen ion co-implantation [3,11,14]. Erbium ions were implanted at two energies of 
2.0 and 1.6 MeV and doses from lxlO13 to lxlO14 cm"2. Oxygen co-implantation with two energies 
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0.28 and 0.22 MeV and doses from lxlO14 to lxlO15 cm"2 was designed to specially overlap the 
erbium implant. Heat treatment of 620°C/1 h + 900°C/0.5 h in a chlorine-containing atmosphere 
was carried out to remove the implantation damage and to activate the electrically and optically 
active erbium-related centers [8,9,11,14]. The chlorine-containing atmosphere was an oxygen flow 
with addition of thrichloroethylene which concentration was 0.5 mole % [14]. The implantation and 
subsequent annealing led to the formation of n+ type erbium-related near-surface regions with a 
donor concentration of ~ 8xl016 to ~ 6xl017 cm"3. The p+-n+ junctions were produced by 40 keV 
boron implantation at a dose of 5xl015 cm"2 into the front side of the wafer. The back side was 
implanted with phosphorus at 80 keV energy and lxl015 cm"2 dose. High-dose boron and 
phosphorus implantation and subsequent annealing at 900°C/0.5 h in the same chlorine-containing 
medium provided an effective low-doped n-region modulation with the charge carriers in the 
structures under the forward bias conditions. All the ion implantation were performed at room 
temperature. Metal contacts were prepared by aluminum sputtering. Silicon mesa-like structures 
were formed by chemical etching in the CP4 solution. After that the diodes were scribed and 
mounted on headers. The resulting devices have an operating area from 3 to 7 mm2. Secondary ion 
mass spectroscopy (SIMS), Rutherford back scattering (RBS), current-voltage, capacitance-voltage, 
PL and EL techniques were used to study the properties of Si:Er:0. EL was measured by applying 
the voltage in both the reverse and forward bias. A square pulse excitation with the duty cycle 1:5 at 
30 Hz was used. PL was excited by a mechanically chopped beam from 75 mW halogen lamp. The 
radiation emitted from a LED was collected by a lens, dispersed by a 0.75 m monochromator and 
registered by an InGaAs detector at room temperature. The sample temperature was varied from 80 
to 300 K. Luminescence spectra were recorded using a lock-in amplifier. 

Results and Discussion. 
RBS of protons with an energy of 234 keV has shown that the erbium implantation at a dose of 
lxlO13 cm"2 does not lead to amorphyzation of silicon. An increase of the implantation dose is 
accompanied by the formation of an amorphous layer separating the bulk layer and a thin 
monocrystalline surface layer. At an implantation dose of lxlO14 cm"2 the monocrystalline surface 
layer is completely amorphized. Figure 1 shows the random (curve 1) and aligned (curves 2) RBS 
spectra of the <100> silicon after implantation at doses of lxlO14 Er/cm2 and lxlO15 O/cm2. 
Subsequent annealing at 620°C induces the solid phase epitaxial recrystallization of this layer. 
Further thermal treatment of single crystal Si:Er:0 structures at 900°C permitted a reduction in the 
structural defect concentration and provided the formation of electrically and optically active Er- 
related centers. The minimum channeling yield (see Fig.l, curves 1 and 3), which is the ratio 
between the backscattered intensity of the channeled and random sample orientation, was < 3%, 
indicating 'high quality' material. 

Let us consider the properties of these <100> structures in detail. The SIMS concentration profiles 
of Er and B impurities in the LED are shown in Fig.2. The p+-n+junction depth was determined by a 
beveling and staining technique to be equal to 0.35 urn. 

The current-voltage (I-V) characteristics of the LED are shown in Fig. 3 for both 80 and 300 K. The 
operating area is 6.4 mm2. Under the reverse bias, the breakdown voltage increases with 
temperature. An analysis of the reverse I-V curves demonstrates that the p+-n+ junction breakdown 
essentially represents an avalanche breakdown. 

Figure 4 shows the EL spectra of the sample biased in the reverse direction at 80 and 300 K. The 
drive current is 150 mA for both spectra. A sharp luminescence line at 1.537 urn is produced at both 
operating temperatures. No line shift of the peak wavelength with temperature is observed, 
consistent with the Er3+ intra-4f shell transition. Only a weak broadening is observed with 
increasing temperature. The full width at half maximum (FWHM) increases from 20 nm at 80 K to 
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28 nm at 300 K. The FWHM at 300 K in the avalanching diodes is comparable to that (33 nm) in 
tunneling diodes [10]. One can see that there is a relatively weak continuous background starting at 
~ 1.01 um. No luminescence related to the Si band gap (free or bound exciton) was detected. 

The PL spectrum for the same diode at 80 K is shown in Fig. 4 (curve 3). Two additional Er-related 
maxima (at 1.564 and 1.595 urn) are observed, and there is no exciton-related luminescence. 

The dependencies of the Er3+-related EL intensity on the drive reverse current for 80 and 300 K are 
plotted in Fig. 5 with a threshold current of 40+50 mA. In the same current range, an EL signal of a 
continuous background appears (see Fig. 4) which increases with increasing current. This radiation 
is related to intraband transitions of energetic carriers in the carrier multiplication region [16]. The 
obtained experimental data permit a suggestion that the Er-related EL in the reverse biased LEDs 
discussed occurs due to impact ionization in high enough electric fields. 

The temperature dependence of the Er-related EL intensity at a constant reverse drive current of 300 
mA is shown in Fig. 6. The EL yield decreases only by a factor of 1.7 from 80 to 300 K. Such a low 
temperature decrease under the reverse bias in the avalanche breakdown conditions is very similar 
to the quenching observed in [8-10] under the Zener breakdown conditions. The Er-related EL 
intensity at the forward drive current of 300 mA decreased more than one order of magnitude with 
the temperature increase from 80 to 300 K. 

Co-implantation of erbium and oxygen at lower doses (lxlO13 Er/cm2 and lxlO14 O/cm2) also 
allows us to fabricate avalanching light-emitting structures operating at room temperature. 
However, a decrease of the total erbium concentration, followed by decreasing concentrations of 
electrically and optically active centers, results in an increase of the avalanche breakdown voltage 
and a decrease of the EL intensity at the same reverse current density. 

Co-implantation of erbium and oxygen at doses of lxlO14 Er/cm2 and lxlO15 O/cm2 in the <111> 
samples leads to a decrease of the breakdown voltage (see Figs. 3 and 7) and an increase of the EL 
intensity at room temperature. Figure 8 shows some EL spectra for the diode at 80 and 300 K. Two 
peculiarities seen in Fig.8 may be pointed out as compared with Fig. 4. Firstly, the room 
temperature EL intensity is higher than that at 80 K. This ratio is valid until a drive current of 400 
mA (the operating area is 3.2 mm2). Secondly, the ratio between the Er-related EL intensity and 
background EL intensity increases in the <111> sample as compared with that in the <100> sample 
(see Fig. 4). It may be associated with a change of contributions of the avalanche and tunnel 
mechanisms to carrier generation as a result of variations of the electrically active center 
concentration. 

Conclusion. 
Room-temperature Er-related EL in the erbium-oxygen-co-doped single crystal silicon p-n diodes 
has been observed. Effects of the ion implantation doses and substrate orientation on the properties 
of Si:Er:0 avalanching light-emitting structures has been studied. The present results are the 
indication that impact ionization occurring due to p-n junction avalanche breakdown can be used to 
excite Er3+-related luminescence. 
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Abstract. Porous Si layers electrolytically doped with Er show a sharp and intense Er3* related 
photoluminescence spectrum at 4.2 K after annealing at 1000°C for 10 s in an N2/O2 atmosphere. 
The spectrum consists of one line centered at 1.548 um and a line at least three times broader 
centered at 1.539 urn. The latter one reveals very stable temperature behavior: it decreases only by 
about a factor of 6 when the temperature is increased from 4.2 K to 300 K. Photoluminescence 
excitation spectroscopy performed for the %/2 and 4In/2 Er spin-orbit multiplets, indicates two types 
of optically active Er centers located (i) in porous nanograins and (ii) in an amorphous, glass-like 
matrix. We demonstrate that the efficient room temperature Er-luminescence seen in porous Si 
originates from Er ions incorporated in a glass-like environment. 

Introduction 

Recently, Er doped materials are widely studied in context with the interest in temperature stable 
light emitters for optical communication systems. The intra-4f-shell transition between the two 
lowest spin-orbit levels of Er3* ions, namely %3/2 -> 4Ii5/2, occurs at 1.54 urn, a wavelength close to 
that with minimum loss in silica based optical fibers. 
Being possibly compatible to silicon technology, porous Si (po-Si) was suggested as one of the 
promissing host materials for Er doping. Owing to the enlarged energy bandgap of the porous 
nanograins (1.8...2 eV, as reported) a weaker temperature quenching of PL was predicted for this 
material in agreement with the empirical Favennec rule [1]. Furthermore, spatial confinement of 
photocarriers in silicon nanograins near the incorporated Er was supposed to result in very efficient 
excitation of Er3* ions and also in a stable temperature dependence [2-4].The enormous surface area 
of porous Si and the small distance between the Er and surface oxygen atoms were considered to 
allow for easy oxygen acquisition and therefore the improved activation of Er ions. 
Erbium has been incorporated in po-Si either by ion implantation before [4] and after [3,5,6] etching 
the pores, by electrochemical deposition [2], or by diffusion from spin-on films [7]. In most cases 
room-temperature photoluminescence (PL) was reported, and as a common feature, broad spectra 
were obtained with a full width at half maximum (FWHM) of about 7 * 11 nm at ~18 K. The spectra 
reported were centered, depending on preparation conditions, at 1.535 4- 1.538 um [2,3,5,6,8]. To 
our knowledge only Taskin et al. [4] observed sharp atomic-like PL spectra in po-Si corresponding 
to Er ions in sites with cubic and axial symmetry identified earlier in single crystal bulk Si [9]. These 
lines exhibit strong quenching at temperatures above 150 K, together with the visible PL in the 
porous host. So far, little is known about the location and the microscopic structure of the optically 
active and especially the temperature stable erbium centers in porous silicon. 
In this paper we report results of the photoluminescence excitation spectroscopy (PLE), which 
enable us to identify two kinds of optically active Er centers in porous Si. We show that the efficient 
room temperature luminescence originates, most likely, from Er ions incorporated in an amorphous 
glass-like matrix. 
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Experimental 

Po-Si layers were produced by anodic etching of p-type silicon wafers (10 dicta) in a diluted HF 
(HF/C2H5OH/H2O) solution. The thickness of the studied porous layers was 2 um and the porosity 
about 70%. The po-Si layers have been doped with Er by an electrolytical method using E1CI3 
dissolved in ethanol. The concentration of Er atoms in the layers was estimated to be 10% of the 
total charge introduced in the electrolytical process, namely about 4.4-1018 cm"3. The samples were 
subjected to isochronal rapid thermal annealing (RTA) at 1000°C for 10 s in N2/O2 (20%) 
atmosphere. The same samples prepared in pure N2 flow show only weak and broad luminescence 
associated with dislocations. Annealing in N2 at a temperature of 900°C for 30 min and two stage 
annealing at 600°C for 30 min and at 900°C for 15 s (the procedures reported as most efficient for 
the activation of Er centers in implanted CZ-Si [10]) did not result in intense Er- luminescence in 
po-Si layers either. 
For comparison, we investigate also: (i) p-type monocrystalline CZ-Si implanted with Er at an 
energy of 2 MeV and a dose of 31013 cm"2, annealed at 900° C in N2 for 30 min; (ii) silica glass - a 
slice of optical fiber preform material with a composition of the Er doped core of Si02+Al203+CEr+ 

where erbium concentration CET
3+

« (1*2)-103 ppm; and (iii) a sample of fluorozirconate (ZBLAN) 
glass doped with 1 mol.%. of Er3+. 
The photoluminescence measurements were performed by illuminating the samples with the 
514.5 nm Ar-ion laser line and an excitation power density below 1 Wem"2. The luminescence signal 
was registered by a grating spectrometer and a liquid nitrogen cooled Ge detector for the infrared 
(>1 urn) range, while a photomultiplier tube was used for measurements in the visible range. The 
spectral resolution was varied from 10 to 40 Ä. For the excitation spectroscopy, a Ti: sapphire laser 
was tuned over two wavelength ranges of 740 - 860 nm and 950 - 1020 nm. A constant power 
density of 0.7 W-cm"2 was maintained at all wavelengths. 

Results and discussion 

Figure 1 shows low temperature (4.2 K) PL spectra of Er doped po-Si obtained in samples annealed 
at 1000° C for 10 s in N2/02 (20%) atmosphere. The visible PL spectrum originates from the host 

porous layers. In our 
samples the visible band 
covers in the wavelength 
region of 650 - 900 nm 
with an intensity maximum 
at about 750 nm. The 
spectrum on the right-hand 
side of Fig. 1 represents the 
infrared luminescence mea- 
sured under excitation at a 
wavelength of 514.5 nm. In 
the 1.54 um region two 
intense, sharply peaked 
lines are detected at 
wavelengths of 1.548 urn, 
1.539 urn, respectively, and 
a weaker one at 1.545 nm. 
The FWHM of the 
strongest peak was 
determined to be 1.2 nm at 
4.2 K (limited by the 
resolution of the detection 

£ 

0.5     0.6     0.7     0.8     0.9 1.50     1.55 
Wavelength (urn) 

Fig 1: Low temperature photdutrinescenoe spectra of decddytically Er doped 
porous S. The spectrum on the left represents the visible PLoriginating from 
the host porous layer, on the right-hand side- an infrared Er related PL spectrum 



Materials Science Forum Vols. 258-263 1535 

2.4 

2.0 

1.6 

1.548nm 

1.539nm   I 

o 
O     •' 
o 
o 

i       Porous Si 

t 
.£ 1.2 

CZ -Si 
o 
o 

system). An at least a three times broader PL line occurs at 1.539um with a FWHM of 3.6 run. 
Relatively long radiative lifetimes of 4 ms and 2.8 ms are obtained at 4.2 K for the PL lines at 
1.538 um and 1.549 urn, respectively. These values are characteristic for parity forbidden intrashell 
transitions of Er but they exceed those obtained for Er centers in crystal bulk Si (~1-1.6 ms) 
considerably [11]. The chemical etching in a typical etch-solution for Si shows, that the 1.54 urn PL 
originates from the Er centers incorporated in the near-surface porous layer of about 1 urn thickness: 
after removing a layer of this thickness we did not obtain any signal in 1.54 urn wavelength region. 
In Er doped po-Si, both the visible emission from the porous host and the infrared Er^-emission 
around 1.54 urn were observed up to room temperature. The temperature dependent PL spectra are 
shown in Fig. 2. The different behavior of the main 1.539 urn and 1.548 urn PL lines clearly 
demonstrates that they originate from different Er centers. The emission at 1.539 urn is most stable 
at high temperature. In the insert in Fig. 2 we compare the temperature dependencies of this emission 

line with that measured for the cubic Er 
center in CZ-Si. The PL of the Er 
center in po-Si, comparable in intensity 
at 4.2 K, shows weak quenching at 
elevated temperatures in contrast to the 
Er luminescence in crystal bulk Si, 
which dies away completely at about 
180 K: the photoemission of the Er 
center in po-Si at 1.539 urn decreases 
only by a factor of about 8 between 
4.2 K and 360 K. 
The emission at 1.548 urn, belonging to 
the other Er center in po-Si, drops very 
rapidly with increasing temperature: it 
is not observable above 60 K. This low 
temperature quenching is caused rather 
by non-radiative recombination 
processes due to surface defects 
activated by temperature than by 
suppression of the excitation 
mechanism for the Er center, since we 
observe the same temperature behavior 
also under direct intrashell excitation of 
Er centers at the wavelengths 804.4 nm 
and 966.2 nm (see below). 
In order to investigate the lattice 
position and the crystal field symmetry 
of Er centers in po-Si we performed 

0.8 

0.4 

0.0 

JJ 
0.1 

100        200        300        400| 
Temperature (K) 

4.2K 

1.50 1.65 1.55 1.60 
Wavelength (urn) 

Fig. 2: Temperature evolution of the PL spectrum of Er 
doped po-Si. The insert shows the temperature depen- 
dence of the 1.539 urn emission line compared with that 
measured for the cubic Er center in CZ-Si. The spectra 
at 100 K and 360 Kare magnified by a factor2and4, 
respectively. 

PLE measurements. The direct 
intrashell excitation of Er ions apparently becomes possible due the enlarged energy bandgap of 
po-Si. In contrast to po-Si, no resonances are observed in the PLE spectra of Er implanted 
monocrystalline bulk Si in the wavelength range of 740-860 nm: the PL of Er ions excited in bulk Si 
through electron-hole pair recombination in the host shows only insignificant changes of intensity 
with increasing excitation wavelength. 
Figure 3 shows PLE spectra obtained for both the 1.539 urn and 1.548 um Er PL lines observed in 
po-Si. The excitation energies were chosen close to the energies of the 4Iis/2 —>• 4hn and 4Ii5/2 —> *lun 
intra- 4f shell transitions of the Er3* ions, namely in the wavelength ranges centered at 810 nm and 
980 nm. Sharp atomic-like features are observed in the PLE spectra detected at the emission 
wavelength of 1.548 um due to the crystal field splitting of the %n and 4In/2 states. Five peaks with 
energetic distances of 112.7 cm"1, 76.2 cm"1, 65.1 cm"1, 28.2 cm"1 for %n level and six peaks with 
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Fig 3: PLE spectra of the Er* centers in po-Si (top and middle trace) and silica 

glass (bottom). Solid and dashed arrows indicate \5a - \li and \5fl - \m transi- 
tions related to the different Er centers in po-Si. The curves inlhe middle are 
magnified by the factor 10. 

the 
21.8 cm",   zx:z   cm' 
18.9 cm"1, 99.7 cm'\ 
17.2 cm-1 for 4I11/2 level 
demonstrate the splitting 
of the Er ion states in a 
crystal field with lower 
than cubic symmetry. For 
Er3* ions in a site of cubic 
symmetry a splitting of the 
I9/2 and I na states into 

three and four levels is 
expected, respectively. 
The same excitation 
dependence was obtained 
for the PL line measured 
at 1.545 urn indicating 
that the same center 
causes emission also at 
this wavelength and 
transitions originate from 
the same initial state. 

Figure 3 shows also the PLE spectra of the Er center with emission at 1.539 urn in po-Si and, for 
comparison, spectra measured in silica glass. We obtain practically identical (with exception of the 

dashed peak caused by ytterbium 
contaminations in the silica glass) broad 
PL spectra for both samples with some 
features of po-Si spectra indicated with 
dashed arrows. The PLE transitions of 
4I9/2 Er state in po-Si are situated very 
close to those observed in silica glass at 
wavelengths of 792.4 nm, 801.4 nm and 
807.5 nm. In po-Si, the PLE intensity of 
this center is weaker by a factor of 10, 
though. We assign this center thus to an 
Er center in a glass-like Si02 phase 
formed on the porous surface during the 
annealing process. This speculation is 
supported by the observed temperature 
behavior of the 1.539 um emission line 
(Fig. 4). At elevated temperature, when 
the sharp spectra of po-Si have faded 
away, the emission spectra of po-Si and 
silica glass are qualitatively alike as seen 
in Fig. 4a,b. The continuous broadening 
of the spectra with temperature up to 
values of 100 - 300 cm"1, which are 
comparable to the energy spread of one 
Er manifold, is representative for 
predominantly inhomogeneously broa- 
dened spectra of centers in a amorphous 
glass - like structures. Such behavior 
could be explained in terms of thermal 

3 

S 
c 

§ 

o 
■o 
■a 
N 

£ 

a): porous Si: Er 

b): silica glass 

T=4.2K 

T=300K 

T=18K 

c):ZBLAN glass 

T=300K 

T=18K 

T=300K 

1.4 1.5 1.6 
Wavelength (urn) 

Fig. 4: Normalized PL spectra of the Er doped po-Si as 

compared with those observed in glass materials at low 

(4.2K) and high (300K) temperatures. 
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population of higher energy Stark levels of the 4Ii3/2 manifolds for strongly overlapping spectra due 
to different Er sites [12,13]. In contrast, for PL spectra of Er centers in crystal structures with well 
defined crystal field symmetry it was reported that the energy and the linewidth of the Er3*- related 
emission does not depend on temperature up to 300 K [14,15]. Because of the weak electron- 
phonon coupling of the 4f states, only negligible thermal broadening was suggested and observed for 
each Stark level in manifold - of the order of 10 cm"1 [12,15] and as a consequence so-called "hot PL 
lines" [9] are clearly detectable in the Er spectra at elevated temperature. 
We propose that this amorphous glass-like phase consists of an Si02 layer and is created on the 
anomalously sensitive po-Si surface during annealing in oxygen-containing atmosphere, although 

another possible nature of this amorphous 
3+ . ions Energy levels diagram of Er 

Er center in porous Si 

9/2 

11/2 

13/2 

Free ion 

• 12345 

10123- 

6485 

phase - an a-Si:0:H phase on the surface 
can not be excluded. 
The crystalline environment of the 
1.548 um Er center is clearly evidenced 
from the excitation spectroscopy 
measurements. This center corresponds to 
Er ions incorporated in a matrix with 
lower than cubic crystal field symmetry 
and relatively wide energy bandgap, 
namely in porous silicon nanograins. To 
determine the splitting of the ground 4Ii5/2 
multiplet of Er ions we performed 
photoluminescence measurements under 
direct intra- 4f shell excitation at 
wavelengths corresponding to the maxima 
of the PLE spectra shown in Fig.3. These 
measurements allowed to distinguish the 
levels of the same Er state which have by 
one order of magnitude smaller intensity. 
Actually the multiplet structure of this Er 
center incorporated in porous nanograins 
consists of the lines at 1.545 urn, 
1.548um; 1.555 urn; and 1.565um. The 
exact line positions and correlation of the 
line intensities for this center are 
comparable to those seen in crystalline Si 
and HI-V compound semiconductors 
[14,16,17]. The number of observed 

excitation lines excludes cubic symmetry of the center as proposed in the literature [14,16]. We 
attribute only this type of spectrum to Er diffused into the po-Si. The energy levels of the %/2, hm 
and 4Ii5Q multiplets determined from the excitation spectroscopy measurements for Er centers in 
porous nanograins are summarized in Fig. 5. 

15/2 
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12431.6 
12318.9 
10367 
10349.8 
10250.1 
10231.2 
10203 
10181.2 
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81.02 
39.1 
13.35 
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cm cm 

Fig. 5: Energy level diagram for Er centers in porous 
nanograins 

Conclusions 

Efficient low- and high-temperature infrared photoluminescence is obtained from po-Si, which was 
electrochemically doped with Er and annealed at 1000° C for 10s in N2/02 atmosphere. Two kinds of 
optically active Er centers were identified in these structures from the photoluminescence excitation 
spectroscopy for the %n and %m Er spin-orbit multiplets observed for the first time in po-Si: 
(i) centers, located in porous nanograins and (ii) centers in an amorphous, glass-like matrix. The 
resonant PLE spectra for the center in the crystalline part of the po-Si infers the splitting of the Er 
multiplets in a crystal field with lower than cubic symmetry. Analysing results of the PLE 
spectroscopy and temperature dependence of PL for both type centers we show that the efficient 
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room temperature Er-luminescence seen in porous Si originates from Er ions incorporated in a glass- 
like environment. The multiplet structure of the Er centers in porous Si is presented. 
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Keywords: silicon carbide, rare-earth impurities, electron paramagnetic resonance 

We report the first EPR observation of rare-earth impurities in erbium doped bulk 6H-SiC crystals, 
grown by the sublimation sandwich-method. Two lines for axial Er3+ centre with crystalline c-axis 
being the axis of the g tensor, which seem to arise from different lattice sites in 6H-SiC and three 
Er3+ centres with same nearly orthorhombic symmetries, attributed to different lattice sites have 
been observed. A direct identification of erbium ions has been established by the presence of 
hyperfine interaction with 167Er nuclei. The principal g values of the axial and orthorhombic Er3+ 

centres were found. The average g values suggest that the parent cubic ground state may have Fy 
representation for both centres. Presumably, erbium substitute for silicon in a regular environment 
for axial centre. The orthorhombic Er3+ seems to include another defect at carbon position along 
with Er3+ ion at silicon site. The EPR spectrum of the excited state of Er3+ in 6H-SiC seems to be 
observed at higher temperature. The trace amounts of the other rare-earth elements, in particular 
Dy3+, had probably been present in EPR spectra. 

Introduction 
Rare-earth doped semiconductors attract an increasing interest due to their possible applications in 
light emitting diodes or diode lasers. The most promising property of these materials is the 
possibility of excitation of narrow temperature-independent luminescence. Since the luminescence 
is due to an intra-4/shell transition, the influence of the crystal field of host lattice is weak and this 
luminescence was found to be fairly independent on the host materials. Erbium doped 
semiconductors have attracted particular attention because the Er3+ intra-4/-shell transition *Iun -> 
4/i5/2 at 1.54 urn matches the minimum in the absorption of silica-based fibber-optic 
communication systems. A number of papers have been published on the photoluminescence 
properties of rare-earth elements in III-V compounds [1] and silicon [2]. The techniques used to 
incorporate these elements were ion implantation, liquid-phase epitaxy, molecular-beam epitaxy. 
At present, the main obstacle for applications is the low luminescence yield, particularly at room 
temperature. The quenching of the emission intensity decreases with increasing energy gap of the 
semiconductor host. This trend is particularly important for the devices' aspects of Si:Er, since it 
seems to imply a basic principle suggesting that Si:Er will not give a reasonable yield at room 
temperature [3]. In Ref. 4 intense erbium-1.54-um photoluminescence was observed in ion- 
implanted SiC crystal which is wide-band gap semiconductor. The maximum penetration of the 
erbium was about 0.3 (am. 
Electron paramagnetic resonance (EPR) has proven to be an extremely powerful tool for the study 
of defects in semiconductors. The reason for this is that the EPR spectra usually contain highly 
detailed microscopic information about the structure of the defects, details that often cannot be 
obtained in any other way. However, ionic implantation produces a very thin layer and EPR 
measuring of such a layer has always been a big problem. The second problem is that the defects in 
the layer produced by ionic implantation, on the one hand, and in as-grown bulk material, on the 
other, as a rule, differ structurally. What is more, the impurities which could be introduced by ionic 
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implantation could often not be doped in the process of the crystal growth. In recent paper [5] EPR 
spectrum from erbium/oxygen complex (Er3+ surrounded by six O atoms) with a structure similar 
to that of the orthorhombic site of Er203 embedded with well-defined orientations within the Si 
lattice. A 2 um-thick O-rich layer was produced by using the solid phase epitaxial regrowth of an 
amorphous layer produced by Er implantation. The hyperfine structure could not be observed 
above the noise level in Ref. 5 and the possibility of Er-pairs must not be ruled out. 
We report here the first EPR results for rare-earth impurities in silicon carbide crystals grown by 
the sublimation sandwich method. Preliminary results have been published elsewhere [6]. 

Experimental results 
The samples were erbium doped bulk 6H-SiC crystals which were grown by the sublimation 
sandwich-method [7] in vacuum at temperatures 1850-1900° C. The source of the impurity was 
metallic erbium which was directly placed inside the tantalum container. As-grown crystals were 
of «-type, owing to nitrogen donors. The using of the container from the tantalum material allowed 
to decrease the concentration of nitrogen donors up to ~1016 cm"3 level. 
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The EPR spectra were studied in the temperature range 4.5-300 K using an X-band (9.3 GHz) 
spectrometer. The samples were oriented for rotation in the {112 0} plane. The samples had the 
shape of a platelet (3x4 mm2) with the face perpendicular to the hexagonal axis (c-axis) and the 
thickness was about 1 mm. 
The observed EPR spectra in an Er doped 6H-SiC crystal were composed of many lines whose 
positions varied with orientation in the region of magnetic field from 50 mT to 800 mT. The EPR 
spectra of, at least, three types of centres having qualitatively different orientation dependencies 
have been observed. 
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Low symmetry Er + centres 
Figure 1 shows the low-field part of X-band EPR spectra observed in a Er doped 6H-SiC crystal at 
12 K for magnetic field at different angles 0 with respect to the c-axis. In principal, it can be 
resolved into three sets of sharp lines, designated LSi, LS2 and LS3 (LS - low symmetry) in Fig. 1. 
The peak-to-peak linewidths of the lines are -0.1 mT. The signals labelled by LSi, LS2 and LS3 
belong to different centres as the ratio of the intensities of these signals is sample and temperature 
sensitive. We believe, that these spectra can be attributed to three different lattice positions. 6H- 
SiC has over-all hexagonal symmetry and for 6H-SiC there are a hexagonal-like and two cubic-like 
crystallographic inequivalent lattice sites, when the first- and second-nearest neighbours are 
considered. 
The simplification of the spectrum occurred with H 11 c. The spectrum of every lattice position 
shows the typical orthorhombic symmetry. The similarity of the EPR spectra's orientation 
dependencies implies that all centres have the same symmetries. Quantitative differences have only 
been observed in the spin Hamiltonian parameters and in decay temperatures of the different LSi, 
LS2 and LS3 EPR signals. There are six sites that are magnetically inequivalent; these coalesce into 
four in the {11 2 0} plane. The spectra of these sites share a common point when the magnetic field 
is along the c-axis. As the field direction changes in the {112 0} plane, the lines split as one can 
see in Fig. 1. 
A direct identification of erbium ions has been established by the presence of hyperfine (hf) 
interaction with l67Er nuclei. Erbium has only one stable odd isotope, 167Er (natural abundance 
22.8%), having nuclear spin 7=7/2 and one normally expects a spectrum consisting of one intense 
main line and eight equally intense weak satellite lines. Their intensity, as a fraction of the main 
line, is expected to be about 3% only and the hyperfine structure could not be observed for all 
orientations. The separations between the lines are about 80 G for H11 c. The hyperfine structure is 
difficult to analyse as orientations with the magnetic field exactly parallel to the c-axis were not 
obtained. 
Each of the spectra LSi, LS2 and LS3 can be fitted to the spin Hamiltonian 

77 =  fieBgS + SAI (1) 

with 5=1/2 and 7=7/2 which is the spin of the I67Er nucleus, nB is the Bohr magneton and g is the g 
tensor. The first term is the interaction of the electron spin with the external magnetic field, the 
second term in Eq. (1) describes the hyperfine interaction of the electron spin with 167Er nuclei and 
A is the corresponding tensor (this term is zero for even Er isotopes). The local z-axis coincides 
with one of the six directions Si-C, which is not coincide with c-axis, x and v axes are in a plane 
perpendicular to the z axis and x axis lies in one of the {11 20} planes. The principal g values for 
LSi spectra are gix =12.2, giy =3.35, g/z =1.5; for LS2 g tensor has the magnitudes which are 
closely related to the LSi g values: for LS2 they are g2x =10.6, g2y =6.16, g2z =1.26. For LS3 the 
relative values of the g-factors differ from that of the LSi centre and our estimation gives: g3x =9.6, 
g3y =7.52, gi2 =1.45. 
The measured and calculated angular dependencies of EPR line positions of Er + ions (only for LSi 
and LS2) obtained at 9.25 GHz are plotted as open circles and solid lines (LSi), crosses and dashed 
lines (LS2) respectively, in Fig. 2. It should be noted that a slight misalignment (7°) of the sample 
occurred so that the magnetic field was not wholly in the {11 20} plane. This small misalignment 
has been taken into account in the analysis and did not affect the conclusions. The defect 
coordinate system for orthorhombic centres is tilted by small angle of-5° around y axis. 



1542 Defects in Semiconductors - ICDS-19 

The intensities of the EPR lines were strongly temperature dependent and the spectra were 
unobservable above 30 K. 
Axial centres 
In addition to the EPR spectrum of the orthorhombic Er3+ centres we observed EPR lines in the 
region from 100 mT to 600 mT which clearly show axial symmetry with crystalline c-axis being 
the axis of the g tensor. The part of these spectra is shown  in Fig. 1. One can see three lines 
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Fig. 4. Part of the EPR spectra observed in 
6H-SiC:Er for two orientations of the crystal 
in the magnetic field. The two strong lines 
near 115mT belong to the Ax2 and Ax3 

centres. The lines, which belong to the hf 
structures of these signals are labelled by 
vertical marks.Only parts of the hf structures 
are shown. 

labelled as Axi, Ax2 and AX3. The EPR spectra can be described by the spin Hamiltonian of Eq. 
(1) with axial symmetry. The principal g values for Axi centre are g\\\ =1.359, gu = 10.251; for Ax2 

centre g2|| =1-073, g2±= 8.284 and for Ax3 centre g3||=1.164, g3±= 8.071 where the parallel axis 
coincides with the c-axis of the crystal. Clearly, the relative intensities of all the EPR spectra 
depended strongly on the temperature in the experiments. These temperature dependencies of the 
EPR spectra intensities for two axial Er3+ centres Ax2 and Ax3 in H 11 c orientation are shown as an 
inset in Fig. 1. The measured and calculated angular dependencies of EPR line positions of Er3+ 

ions obtained at 9.25 GHz are plotted as circles and lines, respectively, in Fig. 3. 
The hyperfine structures from 167Er have also been observed for Ax2 and Ax3 axial centres. Figure 
4 shows a part of the EPR spectra observed in 6H-SiC:Er for two orientations of the crystal in the 
applied magnetic field. Two strong lines near 115mT belong to the Ax2 and Ax3 centres. The lines, 
which arise from the hf interaction with the I67Er nuclei are labelled by the vertical marks. On the 
Fig. 4 only parts of the hf structures are shown, however it proves that the central Ax2 and Ax3 

lines and the signals which we attribute to their hf structires move in coincedence in the narrow 
region of the angular dependency. 
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In addition to the spectra above, an EPR line in the region 800 mT which seems to show axial 
symmetry with g|| =0.776 was also observed. This spectrum is presented in Fig. 5. A striking 
feature in this observation is a large variation of the signal intensity with the orientation of the 

applied magnetic field. This seems to be a 
result of the highly anisotropic g-values, and 
it led to difficulties in following the line over 
the angles larger than 10°. This spectrum 
seems also to belong Er3+ although the 
hyperfine structure associated with the 167Er 
isotope could not be clearly observed above 
the noise level. The relative intensity of the 
EPR line depended strongly on the 
temperature in the experiments. This 
dependence is shown as an inset in Fig. 3. 
The new EPR lines can probably be 
attributed to the first excited state of the Er3+ 

ions much as it was observed in Y3Al50i2:Er 
crystal [8]. By assuming that this dependence 
is exponential, one obtains the energy of the 
first excited state of erbium in 6H-SiC 
amounting to ~15 cm"1 (one reasoned that the 
energy of the ground state must be zero). 
The nature of Axj centre is not clear up to 
now, however there is some evidence which 
indicates that this spectrum belongs to Dy + 

ions. 
Several other resonance lines have been noted in every Er-doped SiC sample so far examined, but 
these lines have not yet been identified. These resonance lines (noted as AX4 and Ax5) exhibit axial 
symmetry with following g-factors: for Ax4: g||=2.92, g±= 7.69; for Ax5: g||=4.32, gx= 7.22. The 
trace amounts of the other rare-earth elements had probably been present as impurities in the 
erbium starting material. Analogous result was observed in Y3Al50i2:Er crystal in which in 
addition to the EPR spectra of the Er3+ centres the signals of trace impurities of other rare-earth 
elements as Nd3+ and Yb3+ were observed [9]. 

750 800 850 
Magnetic field (mT) 

900 

Fig. 5. EPR spectra observed in 6H-SiC:Er 
crystal for some orientations of the sample 
Rotation in the plane near to {11 2 0}, at 9.25 
GHz. The temperature dependencyy of the 
signal   intencity   is   shown   in   the   inset. 

Discussion 
The resonances are attributed to Er3+ as erbium is not expected to attain any other valence under 
normal conditions. Besides, Er2+ valence state can be ruled out since for a non-Kramers' ion a 
different spin Hamiltonian to that shown in Eq. (1) would have to be used. The electronic 
configuration of Er3+ is 4/11 with a free-ion ground state of 4/i5/2- The sixteenfold ground-state 
degeneracy will be split by crystal field into a number of quartet and doublet Stark levels, for 
example, an electric field of Tj symmetry splits this state into three Tg quartets and two doublets, 
T6 and T7. According to the Ref. 10, the ground state is either TO or T1 and it depends on the ratio 
of the fourth to sixth order crystal field terms. The isotropic g values for Er3+ ion was found to be 
g(r6) = 6.772 and g(r7) = 5.975. 
The average g values (g> defined by {g)=(g\\ +2g±)/3 for Ax2 and Ax3 axial centres will be 5.88 and 
5.77, respectively; for orthorhombic centres <g)=fe+&+gz)/3 will be 5.68 (LSi), 6.0 (LS2) and 6.17 
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(LS3). The average g values can be compared with the isotropic cubic g factor but one should 
assume that the axial (and orthorhombic) field is small compared to the cubic field. This suggests 
that the parent cubic ground state may have T7 representation for axial and orthorhombic Er3+ 

centres. The T7 g value should be corrected for covalent bonding and the reduction may be due to 
covalency. The average g value for Axi axial center is <g>=7.29 and it fit very well for T6 ground 
state of Dy3+ ion which is g(T6) = 7.56 [11]. The average g-values for Ax4 and Ax5 are 6.1 and 
6.25 respectively. Since these average g-values can fit for Dy3+ as well as Er3+, we cannot now 
identify these centres. 
Comparison of the ionic radii of rare-earth ions with the silicon and carbon radii leads one to 
expect that rare-earth impurities would occur substitutionally for silicon in SiC. Presumably, 
erbium substitutes for silicon and lies in a regular environment for axial centre. The orthorhombic 
Er + has a more complicated structure and it seems to include another defect at carbon position 
along with Er + ion. Er3+ ion is substitutionally incorporated probably in association with nearest 
oxygen atom or carbon vacancy such that the lines joining them to the Er3+ ion are one of the Si-C 
directions which do not coincide with c-axis for hexagonal and qubic-like sites. In addition, the 
EPR spectrum of the excited state of Er3+ in 6H-SiC seems to be observed at higher temperature. 
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Abstract. Photoluminescence (PL) due to the 4
IB/2 - 4Iis/2 transitions of Er3+ in 6H SiC implanted 

with Er and Er+O ions is studied by means of high resolution Fourier-transform spectroscopy. It is 
shown that coimplantation of 6H SiC:Er with O ions does not introduce new PL transitions and 
causes only some redistribution of the intensity of lines existing already in SiC:Er samples. The 
temperature dependence of the individual PL lines have been measured. It is suggested that the 
migration of the excitation energy between different Er centres takes place. It is also found that 
transitions from a higher lying sublevel in the \m multiplet are activated at temperatures above 50 
K. The emission from all Er centres is quenched above 100 K with a characteristic energy of 60 
meV, which probably corresponds to the binding energy of excitons at Er centres. It is shown that 
the Er3+ emission decays with a lifetime of 5.2 msec at 6 K. 

Introduction. 
Optoelectronic materials doped with Er atoms are receiving widespread attention due to their 
possible impact on optical telecommunication. Erbium in its trivalent state exhibits luminescence 
around 1.54 urn originating in electronic transitions between the two lowest spin-orbit levels, 
namely 4Ii3a and \$a, of Er3+ ions. This wavelength corresponds to minimum absorption and low 
dispersion of silica-based fibers. Semiconductors doped with Er offer prospects of very stable, 
temperature insensitive laser diodes and optical amplifiers. The major obstacle to reach this goal, 
however, is the still unsolved problem of efficient temperature quenching of the Er3+ emission. 
While many Er-doped semiconductors have been studied to date, only few show emission around 
1.54 urn at 300 K. Favennec et al. [1], Neuhalfen and Wessels [2], and Kozanecki [3] showed that 
quenching of the 4f-4f photoluminescence (PL) of rare earth ions in semiconducting hosts is 
closely related to the width of the band gap, and becomes more effective with the decrease of the 
energy gap. Attempts to increase the emission efficiency at 300 K in most common semiconductors, 
as Si and GaAs, by codoping with oxygen have been quite successful [4-6]. Further progress is 
needed, however, as the emission intensity from Er-doped light emitting diodes is still too low for 
practical applications. 
All these observations indicate that wide band gap semiconductors, like SiC, GaN, A1N, etc. are 
more promising for obtaining efficient emission at room temperature. This suggestion seems to be 
confirmed by recent studies of Er implanted SiC by Choyke et al. [7], who showed that the 
integrated PL intensity of Er3+ in the wavelength range of 1.49 urn to 1.64 urn in different SiC 
polytypes is almost constant up to about 400 K. Later on, the same group [8] found that the 
emission intensity and the quenching temperature of the Er3+ PL depend in a complex way on the 
concentration of nitrogen donors. On one hand the PL intensity increases with the N-donor 
concentration, whereas on the other hand the quenching temperature goes rapidly down for the 
donor concentration higher than 51017 cm'3. 
Our preliminary low resolution measurements [9] performed on Er and Er+O implanted 6H SiC 
showed that there is no significant difference in the PL spectra of Er3+ in samples implanted solely 
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with Er and intentionally codoped with oxygen. This observation might indicate that residual 
oxygen is involved in any case in the atomic structure of Er- centres emitting at 1.54 urn. As 
Fourier PL spectroscopy allowed to distinguish between the isolated and O-related Er centers in Si 
[10], we expected that at high resolution it also would be possible in the case of 6H SiC. 
In this paper we present the results of a study of the #-4/emission of Er3+ ions in Er and Er+O 
implanted 6H SiC by means of high resolution Fourier-transform PL spectroscopy. First results of 
decay time measurements of the Er3* emission are also presented. 

Experimental. 
Samples of 6H SiC single crystals (Cree Research Inc.) doped with N-donors to a concentration of 
8-1017 cm"3 were implanted at room temperature with 800 keV Er ions. The Er ion doses were 1013 

- 2-1015 cm"2. Some samples were implanted with 1 MeV Er ions (8-1013 cm"2) at 350°C to avoid 
amorphization. Oxygen was implanted at an energy of 125 keV to produce an O-impurity profile 
overlapping that of erbium. Oxygen implantation was done at room temperature as well as at 
350°C, and doses were 3-1014 - 5-1015 cm"2. 
The implanted samples were subsequently annealed at 1500°C in an argon gas flow for half an 
hour. After annealing the surface of the samples was covered with a black deposit that indicates that 
some carbon pseudomorphs were formed due to losses of Si from the surface. This deposit could be 
easily removed by a simple mechanical cleaning procedure. 
Photoluminescence was excited with the 365 nm line of an Ar laser at 40 mW power. PL 
measurements were performed with a Bomem DA8 Fourier-transform spectrometer and the PL 
signal was detected with a liquid nitrogen cooled Ge detector. The spectral resolution was 0.5 cm"1. 
The temperature dependence of both the Er PL intensity and its decay time were studied to follow 
quenching of the 4f-4f emission. 
Samples were also analysed using Rutherford backscattering and channeling spectroscopy to 
control the recrystallization of the implanted layers and the redistribution of the Er profile as a result 
of high temperature annealing. The detailed results of RBS measurements will be published 
elsewhere [11]. 

Results. 
At high resolution, many of the PL lines observed with conventional PL spectroscopy were resolved 
into fine structures resulting in more than 15 sharp lines at 6K. As the local site symmetries in 6H 
SiC are possibly lower than C3v (no substitution^ fraction of Er has been found with channeling 

[11]), the 4Ii5/2 multiplet has eight crystal field split 
energy sublevels. There is thus more than one type 
of Er centers in our samples. As it was mentioned 
above in low resolution PL measurents we could not 
find a difference in the 4f-4f spectra of Er3+ in Er and 
Er+O implanted 6H SiC. In Fig.l, high resolution 
Fourier-transform PL spectra of Er3+ are presented 
for samples with and without intentional O- 
codoping. We found that the number of lines as well 
as their positions are the same in all samples under 
study, independent of implant conditions. However, 
as it can be seen in Fig. 1, the intensities of some lines 
remain constant in the spectra of both samples and 
this difference holds at all measurement 
temperatures. Altogether we have found eight lines 
whose relative intensities in O-implanted samples are 
higher in comparison with the other lines. It can be 
concluded that O-codoping influences at least one 

-Er, 8-1013cm-2, 
O, 3-1014 cm-2 

■Er,10i3Ctn-2 

JV-JL 
6550 6540 6530 6520 

Wavenumber (cm-1) 
6510 

Fig. 1. Comparison of the high resolution PL 
spectra for 6H SiC:Er and SiC:Er+0. 
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Er-centre. No new emissions that could be 
related to the formation of specific Er+O 
centres were observed even for an 0 implant 
dose of 5-1015 cm"2. Therefore, as the overall 
pattern of lines is the same in all samples we 
conclude that oxygen is always involved in 
different proportions in the formation of Er 
centers emitting at 1.54 urn. 
In Fig.2, the PL spectra measured at selected 
temperatures are presented for a sample 
implanted with a dose of 1013 cm"2 of Er+ 

ions. As can be seen, at elevated temperatures 
the intensity of the PL lines changes and, in 
particular, approximately 20 new hot lines 
appear. It seems that the appearence of hot 
lines occurs on the expense of transitions that 
dominate the emission at 6 K, i.e., the lines at 
6515.3 cm'1 (1.5348 urn) and 6517.9 cm"1. 
On the basis of the temperature evolution of 
line intensities we can distinguish at least 
three groups of lines which behave in some 
characteristic way. First of all, there is a 
group of lines dominant at 6 K whose 
intensities always decrease with the increasing 
temperature. The second group is observed 
on the low energy side of the dominant line 
(6515.3 cm'1). Here at least three intense hot 
lines appear already at 16 K. None of them is 
observed at 1.4 K [10] even the most intense 
one at 6475.7 cm'1. New lines rise also on the 
high energy side of the dominant 6515.5 cm'1 

line at 16 K (Fig.2). The highest energy 
transitions begin to increase fast in intensity at 
temperatures exceeding 50 K, suggesting that 
they may originate in the excited level of the 
4Ii3/2 multiple! 
An analysis of the temperature dependence of 
the intensities of all the individual lines has 
been performed, and in Fig. 3 the temperature 
evolution of the selected lines representative 
for each group is presented. First of all it can 
be seen that the increase of the intensity of 
hot lines takes place on the expense of 
transitions dominant at 6 K. We estimate that 
within the temperature range of 6 - 35 K the 
dominant lines decrease with a characteristic 
energy of 1-2 meV, while the intensity of hot 
lines increases with the same activation 
energy. 
In the temperature range of 50 - 60 K a 
dramatic redistibution of the intensities is 
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CO 
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Fig.2. Temperature evolution of the PL spectra 
for 6H SiC implanted with 1013 cm"2 of Er ions. 
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Fig. 3. Normalized intensity of some PL lines of 
Er3* ions versus reciprocal temperature 
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observed (Fig.3). The decrease as well as the increase of the intensities proceed with the same 
characteristic energy of 13 meV. With respect to this behavior we suggest that at temperatures 
exceeding 50 K transitions from an excited sublevel in the 4

IB/2 multiplet take place on the expense 
of transition from the lowest lying sublevel in the 4Ii3/2 manifold. 
At temperatures above 100 K all the observed PL lines decrease in intensity in a similar way (Fig.3). 
The decay energy of 60 meV has been calculated from the exponential part of the temperature 
dependence. It seems that the same process is responsible for quenching of the 4f-4f emission of 
Er3+ ions independent of their exact chemical environment. 
We have also evaluated the temperature evolution of the integrated Er3+ PL intensity, following the 
suggestion of Choyke et al. [7] about its impressive stability up to 400 K. We have found, however, 
that the integrated intensity stays more or less constant up to approximately 100 K and then it 
begins to decrease with an energy of 35 meV. At 200 K the integrated intensity is by a factor of 4 
lower than at 6 K. Further increase in temperature up to 300 K results in a slow intensity decrease 
by 20% in comparison with 200 K. 

We have also performed the time resolved PL 
measurements of the 4f-4f emission. A 15 nm 
band pass filter for 1.54 urn was used to select 
the most intense part of the emission. The 
results of measurements are presented in Fig.4. 
At 6 K the time decay curve can be described 
with a single exponential function. The 
characteristic decay time of 5.2 msec has been 
evaluated. We have found that the decay time 
changes only slightly up to 70 K and than it 
begins to decrease reaching its minimum of 3.5 
msec at 130 K. However, beginning from 150 K 
the decay time begins to rise again, stabilizing at 
4.3 msec at 190 K. 
As a band pass filter was used we checked the 
temperature evolution of this part of the 
spectrum and we found that the intensity 
changes follow the character of the integrated 
spectrum rather than that of individual lines, i.e. 
the characteristic decay energy is about 35 meV. 
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Fig.4. Time decay of the 1.54 urn luminescence 
of Er3* ions at different temperatures. 

Discussion. 
The close similarity of the high resolution spectra of Er3+ in samples implanted solely with Er and 
doubly implanted with Er and oxygen may suggest than oxygen is most probably involved in all Er- 
centres. As it was mentioned above we could not find any new transitions due to oxygen codoping 
even for oxygen doses as high as 51015 cm"2. On the other hand, however, the existence of very 
sharp lines, whose width is limited only by the resolution of the spectrometer, indicates that Er 
atoms are located in regular crystalline and chemical environment. Apparently, there exists a variety 
of centres, but their structure is the same in all 6H SiC samples implanted with Er. A careful 
comparison of our high resolution spectra with those presented by Yoganathan et al. [8] shows that 
in spite of different annealing condition the centres in these materials are the same. 
As it was mentioned at temperatures exceeding 6 K about 20 hot lines appear in the spectra around 
1.54 urn of Er + in 6H SiC. Unfortunately, we could not establish a characteristic pattern of energy 
differences between the PL lines that would allow us to determine a unique energy level scheme of 
the excited \m multplet. Therefore, we conclude that there are several Er centres in our samples 
differing only slightly in their binding energies for charge carriers or excitons, which most probably 
participate in the excitation process of the 4f shell. Therefore, it seems to us that the characteristic 
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energies of 1-3 meV of excitation and de-excitation of particular PL transitions in the temperature 
range of 6 - 40 K are associated rather with the migration of the excitation energy from one Er 
center to another than with transitions from the excited sublevels in the 4

IB/2 multiple! On the 
other hand, we believe that at temperatures exceeding 50 K we observe a transition from a higher 
lying sublevel in the 4Ii3/2 manifold. The characteristic energy of 13 meV evaluated by us agrees 
reasonably well with that (14 meV) estimated by Yoganathan et al. [8] for the highest lying level in 
the 4Ii3/2 state. 
The constant integrated intensity of PL that holds up to approximately 100 K indicates that the 
redistribution of a constant part of the excitation energy is maintained within the Er centre system, 
and excitation of one centre or sublevel takes place on the expense of other transition in Er centres. 
However, at temperatures above 100 K all the Er-related transitions decay in a similar way, with a 
characteristic energy of approximately 60 meV. We suggest that similarly to the situation found i.e. 
in InP:Yb [12] the quenching process proceeds via back transfer of energy to the exciton (or to 
charge carriers). Thus a value of 60 meV would be an approximate binding energy of excitons or of 
charge carriers to Er centres. 
Unfortunately, the decay time measurements do not clarify a picture of relaxation process, as 
neither in the temperature range (80 - 130 K) at which a decrease of the time constant is observed 
nor its behavior at temperatures above 150 K are correlated with the behavior of the individual 
lines. Results of these measurements, similarly as results obtained for the integrated intensity suffer 
from a strong contribution of the broad background which rises with the increasing temperature. 
The contribution of this background exceeds the sum of contributions from all the PL lines by far 
pointing out to the necessity to measure the decay time for individual transitions separately. 

Conclusions. 
The results of high resolution Fourier-transform photoluminescence spectroscopy presented in this 
work show that there is no substantial difference between the PL spectra of SiC:Er and SiC:Er+0. 
It suggests that all Er-centres might involve oxygen atoms. An analysis of the temperature evolution 
of individual lines indicates that at temperatures below 20 K some Er centres are activated as a 
result of the migration of the excitation energy among different Er centres. Transitions from a 
higher lying energy sublevel in the 4

IB/2 multiplet, located about 13 meV above the lowest energy 
level are operative at temperatures above 50 K. The Er emission is quenched above 100 K with a 
characteristic energy of 60 meV. It seems that the quenching of the 4Ii3Q - 4Iis/2 PL is due to the 
back transfer of the excitation energy of the 4f shell to excitons bound at Er centres. Thus an energy 
of 60 meV may reflect the binding energy of excitons at Er centres. It is shown that the Er3+ 

emission decays with a lifetime of 5.2 msec at 6 - 80 K, and then it decreases reaching its minimum 
value of 3.5 msec at 130 K. Its further temperature evolution, however, does not seem to be 
correlated with the intensity decrease of the individual PL transitions. 
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Abstract: This paper reviews our recent experimental work on erbium incorporated into 
gallium arsenide during MBE growth. The electrical behaviour of the erbium is considered in 
relation to its interaction with intentionally added dopants (silicon, selenium and berylium) 
and the effect of the erbium on the deep state population is discussed. At higher 
concentrations the morphology of phase separation is considered and results are presented 
showing the controlled precipitation of erbium arsenide as quantum structures. The magnetic 
properties of these dots and wires are reported. 

Introduction 
We have studied the behaviour of erbium in gallium arsenide and silicon over the 
concentration range 1015 cm"3 to 1021 cm"3. In this paper the work on gallium arsenide is 
presented but comparisons are made with the silicon work which will be published in detail 
elsewhere. In order to interpret the behaviour of the erbium related defects and link it to 
previously published work, three regimes are considered. At low concentrations the 
behaviour is dominated by complexes formed as a result of the reaction of the erbium with 
impurities in the semiconductor host. At higher concentrations the behaviour is much more 
dependent on the interactions of erbium with the host itself and at very high concentrations 
precipitation, or phase separation, occurs in which the properties are dominated by the 
presence of erbium arsenide in the gallium arsenide host or erbium silicide in silicon. 

The emission wavelength of erbium (and other rare earths) is almost independent of the host 
because of the strong screening due to the outer electron shells, in the case of erbium the 5s 
and 5p shells. However, subtle changes in the optical absorption and emission spectra are 
attributable to crystal field splitting from the host lattice. Information on the siting symmetry 
can be derived from an analysis of these splittings provided the erbium siting is limited to one 
or two structural locations. In other cases the complexity and broadening of the lines 
contribute to reduced confidence in the interpretation. In an insulating host, the luminescence 
efficiency can be very high but when the rare earths are incorporated into semiconductors, 
mechanisms come into effect which compete with the overall luminescence process, generally 
resulting in a reduction in the overall luminescent efficiency. This is particularly marked for 
semiconductors with "non-wide" bandgaps (eg, Si and GaAs) at temperatures >100K. In 
recent years effort has been directed towards the electrical excitation of rare earths in 
semiconductors and hence on understanding the electrical states of the rare earths in various 
semiconductors. This contrasts with the majority of earlier studies which have focused on 
optical excitation (which is now the basis for fibre lasers, fluorescent tube phosphors and 
electron beam/hot electron excitation which is used in the cathodo luminescent materials). 
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In the case of direct electrical excitation (and unfortunately de-excitation in the "non-wide" 
semiconductors) the interaction of the rare earth with the lattice is an issue of much greater 
importance. This is because we become concerned with carrier capture mechanisms 
associated with the ion and hence with the electronic states within the bandgap associated 
with the rare earth. Although various publications contain self-consistent results, it is not 
possible to generalise in a way which embraces the majority of the literature on the subject. 
A truly major problem is that measurements which give us more direct structural information 
(Rutherford Backscattering, Spin Resonance Techniques, etc) have by necessity been 
conducted with rather high concentrations whereas techniques which give us direct electrical 
information (eg, DLTS) have, again by necessity, been conducted with rather low 
concentrations. In this paper we present measurements which have been conducted over a 
considerable range of concentrations. These results are interpreted by considering three 
regimes of concentration as indicated below. 

1. Very dilute systems. Here the electrical (and to some extent the optical) properties of the 
erbium are dependent on the impurities in the semiconductor host. The detailed 
behaviour is due to the chemical affinity of the erbium for the relatively mobile impurities 
present and the complexes that are formed. In the case of float zone or epitaxial silicon 
for this regime to be operative the erbium concentration must be less than 1016 cm"3 but is 
much higher in GaAs. Intentionally added impurities (eg, shallow dopants in m-Vs or 
oxygen in silicon) may be involved in such complexing. 

2. "Native" regime. Here the role of complexes is less significant and the behaviour is 
defined principally by the interaction of erbium with the host semiconductor and intrinsic 
defects. In general the crystal field split luminescence bands indicate high symmetry and 
the electrical properties are more reproducible. This regime is easily identifiable in 
silicon but is difficult to achieve in IH-Vs. 

3. Precipitated or phase separated systems. This regime occurs at high erbium 
concentrations, ie, [Er] > 1018 cm"3 in near equilibrium growth but at much higher 
concentrations (> 5 x 1019 cm'3) in grossly non-equilibrium systems (eg, ion implanted 
with controlled solid phase re-growth). We have used this regime in GaAs MBE to 
produce three dimensional arrays of self-organised quantum dots (10-20 A diameter) and 
quantum wires. 

Erbium 
Erbium is quite a large atom and does not fit well into either the silicon or gallium arsenide 
lattices. It is a very reactive element and there is a strong driving force to produce the 3+ ion 
[1]. In consequence, it is not particularly mobile in the host lattice. Diffusivity and solubility 
are low [2], resulting in accumulation at growth interfaces, notably during solid phase re- 
growth in amorphised silicon [3] and during molecular beam epitaxy of both silicon, silicon- 
germanium [4] and gallium arsenide [5]. Its chemical and physical properties make it tedious 
to purify by conventional techniques and so it is not unusual for rather impure erbium to be 
used as a dopant source. In ion implanted material this is irrelevant due to the mass 
separation inherent in the implantation process but in solid source MBE growth the layers are 
often contaminated with unwanted impurities originating from the erbium (eg, copper). This 
has been a source of much confusion in some early DLTS measurements. 
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Electrical Behaviour of Erbium in Dilute Gallium Arsenide Solution 
When a source of erbium is turned on during the MBE growth of doped gallium arsenide, a 
reduction in the carrier concentration of the grown layer occurs. In this work, this has been 
observed for the dopants silicon, selenium (n-type) and beryllium (p-type). Figure 1 provides 
a summary of the "carrier loss" as a function of erbium concentration. 
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Figure 1. The reduction in carrier concentrations observed in MBE GaAs (using the shallow 
dopants indicated) when erbium is incorporated during growth. The figures in brackets 
adjacent to each point show the V/III ratio and the substrate temperature during growth. 

The erbium concentration was measured by SIMS using reliable concentration standards. The 
error on individual measurements is ±20%. The carrier loss is measured by CV techniques 
and is a quite precise measure (±5%) in most cases. It is apparent that there is a general trend 
of increasing erbium concentration causing increasing carrier loss, but it is also apparent that 
the carrier loss is species dependant being lower for silicon than for the other dopants. It is 
interesting to note that when erbium is added to undoped material (~1014 cm"3 p-type 
background) there is a small increase in hole concentration. 

The samples shown in Figure 1 were not all produced under identical growth conditions, the 
V/TU ratio and growth temperature being marked adjacent to each data point. Although these 
parameters affect other aspects of the sample characterisation, the effect in relation to carrier 
loss is small compared to those resulting from changes in the erbium concentration. 

In some of the samples SIMS measurements of the selenium have been conducted to 
determine the concentration of the intentionally added shallow donors. This was done to 
check on the possibility that the decrease in carrier concentration in the presence of erbium 
was associated with the incorporation mechanism during MBE growth. Although these 
measurements are not very precise, all the evidence we have indicates that the expected 
chemical concentration was incorporated into the lattice irrespective of whether the erbium is 
present or not.   Consequently, in general terms, there are two mechanisms which could 
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account for the removal of carriers. One is that the erbium produces compensating centres. 
As compensation is observed for both n- and p-type dopants, these centres would have to be 
deep, and both donor-like and acceptor-like species would have to be present. Such 
behaviour is, of course, well known in gallium arsenide in relation to intrinsic defects used to 
grow semi-insulating material. The other possibility is that the erbium complexes with the 
shallow donor or acceptor producing an electrically inactive complex or states sufficiently 
deep to remain un-ionised at room temperature. Inspection of Figure 1 indicates that 
chemical complexing is more likely. It is quite evident that in the case of silicon doped 
material, far fewer carriers are removed. This is best explained in relation to the lower 
chemical affinity between the erbium and the silicon as compared to the selenium or 
beryllium cases. The differences cannot be explained on the basis of siting. Although the 
silicon donor occupies the gallium site while the selenium donor occupies the arsenic site, the 
beryllium acceptor (which shows almost identically removed carrier behaviour to the 
selenium), occupies the gallium side. Simplistic arguments in relation to competition for sites 
would also suggest that as the Er3+ is more likely to occupy a gallium site, the effects in 
relation to the silicon should be more pronounced exactly the opposite to the effect which 
is observed. 

Further evidence for the chemical complexing hypothesis is provided by a study of the crystal 
field split luminescence. Unfortunately the analysis of the erbium luminescence in our 
gallium arsenide is not as elegant as that which is possible for silicon. Even in the case of a 
moderate erbium concentration in undoped gallium arsenide, we do not see crystal field 
splitting which can be interpreted in terms of a unique siting of the erbium. This is consistent 
with most previous work on MBE, MOCVD and annealed LPE material, but a few groups 
have reported simple spectra indicative of a unique siting of erbium in material grown at low 
temperatures [6]. As we add dopants to the lattice, the crystal field splitting becomes more 
complex (indicating multiple siteings rather than a lowering of the symmetry of a single site) 
and the spectral lines broaden. This can only be interpreted as changes in the local 
environment of the erbium and although other possibilities exist, the most likely explanation 
is complexing of the shallow dopant with the erbium. 

We are left with two key questions: are the erbium complexes electrically active in the sense 
that they introduce states into the bandgap and is the erbium ion itself still in the optically 
active 3+ state? We have addressed both these issues and have preliminary results on the Er3+ 

concentration and detailed results on the deep state population. 

We have attempted to measure the Er3+ concentration by observing the quasi-saturation of the 
luminescence under increasing excitation density. This technique has been used to determine 
the concentration of the ZnO iso-valent complex which is the well known red luminescence 
centre in gallium phosphide [7]. The luminescence efficiency is measured as a function of 
excitation density. The efficiency shows a peak at the point when the centres taking part in 
the radiative recombination process are following an excitation and emission cycle at the 
maximum rate possible. If the decay rate of the radiative emission and the excitation time of 
the centre are known along with the absolute value of the radiative power emitted within the 
crystal, the number of radiative centres can be calculated. The determination of the absolute 
value of the internal emission power is essential for the calculation and is difficult to measure 
precisely. 
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So far only four samples have been measured using this technique and all are selenium doped. 
The measurements were done at 20K to try to avoid the complications of any back-transfer 
processes.   For the case of the sample shown in the bottom left of Figure 1, most of the 
erbium is optically active.   Our calculation for the number of Er3+ centres is 6 x 10   cm" 
([Er] = 1016 cm"3).   For the samples with higher erbium concentration but associated with 

.3+ substantial  carrier removal,   a concentration  of Er     centres   active  in 
recombination process does not appear to increase significantly above 10   cm" 

the radiative 
There are, 

however, two complications which make this simplistic interpretation at best preliminary. 
Firstly it is an unfortunate coincidence that the low doped erbium sample had a much higher 
V/Tfl ratio than the others measured. Although the V/Tfl ratio does not appear to be 
significant in the carrier removal rate (Figure 1), it may well effect the luminescence 
properties. We hope to report on a more detailed study of the Er3+ concentration in both 
gallium arsenide and silicon in the near future. 

Deep States in Erbium-doped Gallium Arsenide 
There is a very substantial literature on deep states in gallium arsenide [8] and although very 
little of this is associated with rare earths, it is evident that there are many states associated 
with intrinsic defects. It is known that the introduction of erbium into gallium arsenide 
causes some lattice dilation [9] and irrespective of any other effects this would be expected to 
change the native defect population. DLTS measurements have been carried out previously 
on erbium doped gallium arsenide by researchers at Wright-Patterson on both MBE [10] and 
ion-implanted [11] material. A hole trap located at 35 meV above the valence band was found 
in MBE material doped with low erbium concentrations (5 x 1016 cm"3) and attributed to an 
iso-valent level resulting from erbium on the gallium site. In addition, a hole trap located at 
360 meV above the valence band was observed to be present in optically active MBE material 
and also in ion implanted samples that had high erbium concentrations (Er > 10 cm"). This 
level was attributed to interstitial erbium that has formed an optically active complex. 
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Figure 2. Arrhenius plot of the nine deep states observed in the upper half of the bandgap of 
n-type GaAs.Er. Of these states, Ml, M2', M2, M3, M4, M5 and M7 are observed to scale 
linearly with the erbium concentration. 
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In our work we have used both admittance spectroscopy and DLTS techniques to study the 
deep level population. We have not been able to confirm the presence of the hole trap at 35 
meV but do see a state at 350 meV above the valence band which could be the same as that 
observed in the previously referenced work. It is, however, important to note that the 
concentration of this state is four orders of magnitude lower than the erbium concentration. 

Looking at the upper half of the bandgap, higher concentrations of deep states are observed. 
Seven of these deep states scale almost linearly with erbium concentration in the range, 6 x 
10 cm" < [Er] < 10 cm"3. However, over this range the maximum deep state 
concentration is approximately three orders less than the erbium concentration. 

A close examination of the data related to Figure 2 reveals that these states have almost 
identical properties to the M-levels first observed by Lang [12] and later characterised by 
Blood et al [13]. We have conducted detailed measurements, not only of the emission 
characteristics, but also of the directly measured majority and minority carrier cross sections 
whenever this has been possible. We have also changed the V/HI ratio and observed the 
concentration changes of these defects expected from the reports in the previous references. 
As there was no possibility of any erbium being incorporated into the MBE layers studied in 
the Lang or Blood work, one can only assume that none of these states is directly associated 
with the erbium despite the strong concentration dependence. Our conclusion is that the 
formation of the M-states results from intrinsic defect reactions driven primarily by strain 
associated with the erbium. 

If we sum all the concentrations of deep states observed in any one sample and compare it 
with the number of carriers removed, there is no case in which the deep state concentration is 
more than a third of the observed "compensation". As we have examined both halves of the 
bandgap and also used admittance spectroscopy to probe the near band regions (which are 
difficult to see in conventional DLTS), we can state categorically that the carrier removal 
process associated with erbium in gallium arsenide is not due to a simple compensation 
mechanism. In combination with the evidence presented previously in this paper, it seems 
that the dominant carrier removal method is complexing between the erbium and the shallow 
donors or acceptors.Equally significantly there are no shallow or deep states present in the 
sort of concentrations in which the erbium donor or erbium acceptor complexes must exist 
and therefore it must be also assumed that these complexes are electrically inactive. 

The High Concentration Regime 
The apparent solid solubility of erbium in gallium arsenide at 580°C in 7 x 1017 cm"3 [5]. 
This is measured in MBE growth conditions. There is evidence that the "true" or equilibrium 
solid solubility is much less than this. Above an erbium concentration of 1018 cm"3, a phase 
of erbium arsenide separates. The separated phase, which has a rock salt structure, 
incorporates in a fashion which is coherent with the host lattice. There is a 1.6% mismatch 
between the lattices in the <100> direction but a marked difference in the relaxed Ga-As and 
Er-As bond lengths (0.24nm and 0.28nm respectively) therefore the Er and Ga atoms are 
located along the <100> atomic rows in positions accommodating the strain. The form of the 
precipitates can be varied controllably by adjusting the growth conditions, most importantly 
the growth temperature and V/m ratios. The dominant mechanism determining the 
morphology is the transport of the relevant species along the growth interface. Figure 3 
shows a case where the growth conditions have been adjusted so that the dominant 
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morphology is spherical precipitates of ErAs. The size of the precipitates can be varied by 
changing the temperature of the substrate during growth. Figure 4 shows the relationship 
between growth temperature and the diameter of the precipitated sphere. The morphology of 
these defects is not restricted to a spherical form. By manipulating the V-III ratio during 
growth it is possible to move the energetic balance at the growth interface into a situation 
where the growth of columns perpendicular to the growth interface is favoured, so producing 
quantum wires. 

Figure 3. Erbium arsenide precipitates shown in dark field TEM using the {002} reflection. 
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Figure 4. The size of the spherical precipitates of erbium arsenides in a gallium arsenide 
matrix as a function of substrate temperature during MBE growth. Measurements of 
precipitate size were made using a two beam dark field TEM technique which used the {002} 
and {004} beams. 

Bulk erbium arsenide is a semi-metal and, as in the case of silicon, the formation of such 
precipitates reduces the minority carrier lifetime in the gallium arsenide into the pico second 
region and kills any luminescence.  Our original objective in studying these systems was to 
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create self organised quantum dots. Calculations indicated that the confinement of the erbium 
arsenide dot in the gallium arsenide lattice would separate the bands of the semi-metal so 
creating a narrow gap semiconductor. Indications so far are that this does not happen but it 
has been found that the erbium dots have interesting magnetic properties. 

Recently [14], we have used the mesoscopic electrical properties of self organised Er As 
precipitates in a GaAs matrix as described above to observe macroscopic quantum tunnelling 
(MQT). A statistical analysis of Two Level Fluctuations (TLF) appearing in the resistance 
through the GaAs/ErAs layer (vertical transport) was used to measure the small magnetisation 
of the isolated anti-ferromagnetic Er As clusters, which in the cases studied containing -1000 
atoms. The TLF in the resistance arises because of the coherent nature of the transport 
through the device. The resistance of the sample is sensitive to the scattering from a single 
cluster, which depends on the orientation of the magnetic moment of the cluster. If the 
orientation of the cluster is continuously switching between two possible orientations then 
this leads to a TLF in the resistance. Using this technique it is possible to measure extremely 
small magnetic moments, ie, of the order of ten electronic spins. At low temperature a 
saturation of the switching rate was observed and attributed to MQT. A report of a detailed 
study of these observations will be submitted for publication elsewhere [15]. 
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Abstract. We have performed electron spin resonance (ESR) measurements on Er-doped GaAs 
grown with oxygen codoping by metalorganic chemical vapor deposition. Only an isotropic ESR 
signal with an effective g-value, g = 5.95, which had been already reported, was observed in Er- 
doped GaAs without oxygen codoping. In the Er-doped GaAs with oxygen codoping, 
anisotropic ESR signals originated from four kinds of Er-0 centers were newly observed in 
addition to the isotropic signal. Anisotropic g-tensors were obtained by analyzing the angular 
dependence of ESR signals for three Er-0 centers. One of them exhibits monoclinic Cu, symmetry 
and the others exhibit orthorhombic C^ symmetry. 

I. Introduction 

Semiconductors doped with rare-earth impurities exhibit sharp and temperature-stable 
luminescence. Therefore, these have been widely studied because of their possible applications to 
new optical devices. Er-doped semiconductors such as GaAs and Si have attracted particular 
attention, because the wavelength of the luminescence due to the *Inn~*%5n intra-4f-shell 
transition of Er3+ ions is in the 1.5 ßm region being the minimum in the absorption of silica-based 
optical fibers. It was recently shown that Er-doped GaAs grown with oxygen codoping by 
metalorganic chemical vapor deposition (MOCVD) exhibits sharp and simple photoluminescence 
(PL) lines from one kind of Er center, when the GaAs host is photoexcited by a photon energy 
exceeding the bandgap of GaAs [1]. The analysis by PL and photoluminescence excitation (PLE) 
spectroscopy revealed that there are many kinds of Er centers having different atomic 
configurations in Er-doped GaAs grown with oxygen codoping by MOCVD, although its host- 
excited PL spectrum is dominated by the luminescence of one kind of Er center[2, 3]. Knowledge 
of the atomic configurations of rare-earth impurities in host semiconductors is very important for 
fabricating efficient injection-type light emitting devices, but it has not been clarified. The 
electron spin resonance (ESR) is a good technique of understanding the atomic configurations of 
impurities in semiconductors. An isotropic ESR signal with an effective g-value of about 6 has 
been observed in GaAs implanted with Er [4] and in melt-grown GaAs crystals doped with Er [5], 
This ESR signal is originated from Er3+ center under cubic symmetry. ESR signals originated 
from Er3+ center under monoclinic symmetry were recently observed in Si implanted with Er and 
oxygen [6], 

In this study, ESR measurements were performed on Er-doped GaAs grown with oxygen 
codoping by MOCVD. An ESR signal with the effective g-value, g = 5.95, originated from Er3+ 

center under cubic symmetry was observed in both Er-doped GaAs without oxygen codoping and 
with oxygen codoping.    In addition to this ESR signal, anisotropic ESR signals originated from 

: Present address: Anritsu Corp., 1800 Onna, Atsugi, Kanagawa 243, Japan 
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four kinds of Er-0 complexes were newly observed in Er-doped GaAs with oxygen codoping. 
Details of these complexes are described. 

n. Experimental Procedures 

The samples used in this study were grown at 500°C on (lOO)-oriented undoped GaAs substrates 
by MOCVD. Sources were tri-ethyl gallium (TEG), arsine and tris-iso-propyl-cyclopentadienyl- 
Er. The thickness of the grown epitaxial layers were in the range of 2 to 3 ß m. Doping 
concentration profiles of Er and oxygen were measured by secondary-ion mass spectrometry 
(SIMS). Er concentrations were almost constant in each sample and the concentration ranged 
from 1.8 X1017 to 6.0X1018/cm3 among the samples used here. Oxygen concentrations of the 
samples with oxygen codoping were two or three times higher than the Er concentrations. Oxygen 
is unintentionally incorporated into the epitaxial layer without oxygen codoping at a level of 2.5 X 
1017/cm3, and the oxygen concentration was much lower than those of the samples with oxygen 
codoping. ESR measurements were performed at 4.2 K with an X-band (9.05 GHz) spectrometer. 
The relative ESR intensity was obtained by using an ESR signal of Mn2+ in MgO measured 
simultaneously. The magnetic field was swept from 500 to 13500 G. The effective g-value 
obtained in this range of the magnetic field corresponds to 0.5 to 16. 

HI. Experimental Results and Discussion 

Isotropie ESR spectra of an Er3+ center of cubic symmetry are shown in Figure 1(a) and 1(b) for the 
samples with oxygen codoping ([Er] = 2.5 X101 /cm3, [O] = 7.0 X 1017/cm3) and without oxygen 
codoping ([Er] = 2.5 X 1017/cm3, [O] = 2.5 X 1017/cm3) respectively. The effective g-value of these 
signals are g = 5.95. This g-value is comparable to previously reported values of 5.947 for GaAs 
implanted with Er [4] and 5.921 for melt-grown GaAs crystals doped with Er [5]. The relative ESR 
intensity in the sample with oxygen codoping decreases to a third of that in the sample without 
oxygen codoping. 

950 1050 1150 

Magnetic field (gauss) 

Fig. 1. The ESR signals of Er3* center of cubic symmetry for the samples 
with oxygen codoping (a) and without oxygen codoping (b) at 4K. 
Microwave power was 0.8 mW. 

In addition to this signal, stronger ESR signals were observed only in the samples with oxygen 
codoping, as shown in Fig. 2.    They can be classified into three centers (A, B and C).    They 
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originate from Er3+ in Er-0 complexes. The hyperfine lines of the B center due to 1S7Er (I = 7/2, 
natural abundance 22.8%) are also shown in Fig. 3. As well as the B center, the A and C centers 
also showed the hyperfine structures. The relative ESR intensities of A B and C are about two 
orders of magnitude higher than that of the signal with g = 5.95. 
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Fig. 2. The ESR signals originated from 
three kinds of Er-0 complexes (A, B, C) for 
the sample with oxygen codoping (a) and the 
sample without oxygen codoping (b) at 4K. 
Magnetic field is parallel to [110] direction. 
Microwave power is 1 juW. The ESR signal 
at about 3000 G is Mn2+ in MgO. These 
signals were not observed in the sample 
without oxygen codoping (b). 
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Fig. 3. The hyperfine lines for 
the B center due to '67Er (I = 
7/2) at 4K. The magnetic field 
is approximately parallel to 
[001] (grown direction). The 
Er and oxygen concentrations 
in the sample are [Er] = 1.4 x 
10'Vcm3 and [O] = 4.5 x 
10,8/cm3. 

These ESR signals indicate the angular dependence between the crystal direction and magnetic 
field.    This angular dependence is shown in Fig. 4, with calculated curves.    The simulation was 
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performed by using the effective spin Hamiltonian with effective spin S = 1/2, as Equation (1). 
H = ßBB-g'S (1) 

The principal g values (gA, gB and gc) for the A, B, and C centers are gAi = 0, gA2 = 1.84, gA3 = 2.85 
and gBi = 0, gB2 = 1.08, gB3 = 125 and gci = 0, gC2 = 0.97, gC3 =1.12. The 1-axis is along a (l 10) 
direction and both the 2- and 3-axis lie in the plane perpendicular to the 1-axis. The 2-axis is along 
a (100) direction and the 3-axis is along a (110) direction. But, the gA2-axis is tilted by an angle 
0 of30°froma (100) direction to nearest (111) direction in the plane perpendicular to the 1-axis. 

Consequently, the g-tensor of the A center exhibits monoclinic symmetry Cn, and those of B and C 
centers exhibit orthorhombic Civ symmetry. These anisotropic g-tensors suggest that oxygen 
atoms adjacent to Er3+ influence the crystal field around Er. 

These Er-0 complexes (A, B and C) have twelve equivalent atomic configurations for Er under 
Cih symmetry (A center) and six equivalent atomic configurations for Er under C2V.symmetry (B and 
C centers), respectively. In general, when the magnetic field is rotated in the (110) plane, ESR 
lines corresponding to these configurations reduce to seven for the A center and four for B and C 
centers. However, the ESR spectra observed for each Er center (A B and C) showed only two 
lines as shown in Fig. 4; i. e., the lines for the atomic configurations with the 2-axis along [001] 
direction being the growth direction were not observed. These experimental results show that the 
atomic configurations with the 2-axis along the growth direction is produced much less than those 
with the 2-axis along [100] and [010] directions perpendicular to the growth direction. This 
suggests that the preferential alignment of Er-0 complexes occurs during the MOCVD. 

0    10   20   30   40   50   60   70   80   90 

[001] Rotation angle [110] 

Fig. 4. The angular dependence of the ESR signals for centers A (O), B 
(D) and C (A). As simulation, the calculated curves (—) are also shown. 
The magnetic field is rotated in the (1 1 0) plane from [001] (growth 
direction) to [110]. 

It was reported that there are many kinds of Er centers having different atomic configurations in 
Er-doped GaAs grown with oxygen codoping by MOCVD, while the Er center exhibiting 
luminescence under host photo-excitation (which we denote as a luminescent Er-20 center) is 
thought to correspond to Er at the Ga sublattice with two adjacent oxygen atoms and of C2v 
symmetry [2, 3,8]. Recently, the extended X-ray absorption fine structure (EXAFS) measurement 
on Er-doped GaAs grown with oxygen codoping by MOCVD indicated that an Er atom at the Ga 
sublattice is coordinated with two As atoms and two oxygen atoms, but no clear signals for the 
second-nearest-neighbor sites were observed [9], These reports suggest that most of Er centers 
are coordinated with two As atoms and two oxygen atoms, but they have various configurations of 



Materials Science Forum Vols. 258-263                              1563 

the second-nearest-neighbors in Er-doped GaAs with oxygen codoping.    It is expected that those 
Er centers are of orthorhombic C2v symmetry or a symmetry close to it.    This is consistent with the 
B and C centers of C^ symmetry.    It is probable that the A center of dh symmetry originates from 
Er having a different nearest neighbor-atomic configuration. 
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Fig. 6. The ESR signals of a center different from A, B and C centers in 
the samples with oxygen codoping at 4K. Magnetic field is parallel to 
[110] direction. Microwave power is 0.8mW. The Er and oxygen 
concentrations are [Er] = 1.4 X1O'Ycm3, [O] = 4.5 X 1018/cm3 for (a) and 
[Er] = 2.5X10,7/cm3, [O] = 7.0X10n/cm3 for (b). 

The Er concentration dependence of the relative ESR intensities of A, B and C centers are 
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shown in Fig. 5. The intensity of the A center increases with Er concentration, while those of B and 
C centers are saturated above [Er] ~ 1018/cm3. The PL and PLE measurements indicated that 
the increment of PL intensity of the luminescent Er-20 center is small, as compared with that of Er 
concentration and other Er centers, which do not exhibit luminescence under host photo-excitation, 
increase with increasing Er concentration in the same region of Er concentration as in Fig. 5 [2]. 
The former tendency is consistent with the Er concentration dependence of the relative ESR 
intensities for B and C centers and the latter is consistent with that for the A center. Only the 
relative ESR intensity of the B center decreased under the illumination with 632-nm laser and the 
decrement was approximately 30 percent, while A and C centers showed no changes in the intensity. 
This suggests that Er 4f-shell of the B center is excited under host photo-excitation. The PL 
spectrum from one kind of Er center under host photo-excitation was also observed in Er-doped 
GaAs grown by molecular-beam epitaxy (MBE) [10]. This Er center was different from the 
luminescent Er-20 center in the sample grown with oxygen codoping by MOCVD and the PL 
intensity of this center was very weak compared to the luminescent Er-20 center [1]. As in this 
report, there are a few kinds of Er centers exhibiting luminescence under host photo-excitation in 
the sample with oxygen codoping. From the experimental results (anisotropic g-tensor, the Er 
concentration dependence of the relative ESR intensity and the change in the intensity under the 
illumination), it is likely that the B center is one of the luminescent centers. 

ESR signals of a center different from A, B and C centers were also observed in lower magnetic 
fields for the samples with oxygen codoping, as shown in Fig. 6. These were definitely observed 
above [Er] s£ 1018/cm3. The ESR intensity of these signals increases with Er concentration, and the 
intensity is one order of magnitude lower than the intensities of A B and C centers. The magnetic 
field at which these signals are observed is in the same region at which the ESR signals were 
observed in Si implanted with Er and oxygen [6], 

IV. Conclusions 

The ESR measurements were performed for Er doped GaAs grown with oxygen codoping by 
MOCVD. The ESR signal for Er of cubic symmetry was observed in the samples with oxygen 
codoping and without oxygen codoping. In addition to this signal, the ESR signals originating 
from four kinds of Er centers adjacent to oxygen atoms were observed only in the samples with 
oxygen codoping. One of these centers is of monoclinic Cu, symmetry and two of these are of 
orthorhombic C2v symmetry. This is consistent with the atomic configuration (Er atom are 
adjacent to two oxygen atoms) which had been already reported. The relative ESR intensities of 
these three Er centers were two orders of magnitude higher than that with g = 5.95. The fourth 
center was clearly observed above [ErJs^lO1 /cm3 and the intensity was one order of magnitude 
lower than the other three Er centers. 

References 

[1]   K. Takahei and A Taguchi, J. Appl. Phys. 74, 1979 (1993). 
[2]   K. Takahei and A. Taguchi, J. Appl. Phys. 77, 1735 (1995). 
[3]   K. Takahei and A. Taguchi, J. Appl. Phys. 78, 5614 (1995). 
[4]   P. B. Klein, F. G. Moor and H. B. Dietrich, Appl. Phys. Lett. 58, 502 (1991). 
[5]   M. Baeumler, J. Schneider, F. Kohl and E. Tomzing, J. Phys. C: Solid State Phys. 20, L963 (1987). 
[6]   J. D. Carey, J. F. Donegan, R. C. Barklie, F. Priolo, G. Franzo and S. Coffa, Appl. Phys. Lett. 

69, 3845 (1996). 
[7]   A. Abragam and B. Bleaney, Electron Paramagnetic Resonance of Transition Ions (Clarendon, 

Oxford, 1970). 
[8]   K. Takahei, A. Taguchi, Y. Horikoshi and J. Nakata, J. Appl. Phys. 76, 4332 (1994). 
[9]   H. O&chi, T. Kubo, M Matsumoto, M. Tabuchi, Y. Takeda and K Takahei, Extended Abstracts (44* 

Spring Meeting, 1997), Jap. Soc. Appl. Phys. and Related Societies, 28p-V-12, in Japanese. 
[10] H. Ennen, J. Wagner, H. D. Müller and R. S. Smith, J. Appl. Phys. 61, 4877 (1987). 



Materiah Science Forum Vols. 258-263 (1997) pp. 1565-1570 
© 1997 Trans Tech Publications, Switzerland 

Er CENTERS IN GaAs STUDIED BY OPTICAL SPECTROSCOPY UNDER 
HYDROSTATIC PRESSURE 

R.A. Hoggf, A.Taguchi, K. Takahei, 
NTT Basic Research Laboratories, 3-1 Morinosato Wakamiya, 

Atsugi-shi, Kanagawa, 243-01, Japan. 
t present address: University of Tokyo, Institute for Industrial Science, 

7-22-1 Roppongi, Minato-ku, Tokyo, 106, Japan. 

Keywords : GaAs, Er, O, photoluminescence, hydrostatic pressure, impurity level. 

Abstract. A study of Er related luminescence in GaAs:Er,0 as a function of temperature and 
hydrostatic pressure is reported. At elevated pressure, new Er related luminescence is observed, 
and its appearance is well explained by the entry of Er-related trap levels into the band-gap. The 
impurity levels within the band-gap formed by different types of Er centers indicates that it is the 
constituents of the Er complex which determine its electrical character and its resulting optical 
efficiency. 

Introduction. 
The host-excited photoluminescence (HEPL) spectra of MOCVD grown GaAs co-doped with Er 
and O is dominated by sharp transition lines in the 1.5u.m spectral region [1,2]. Transitions of the 
Er3+ ion in this region are due to the intra-4f-shell transition 4Ii3/2—>4Ii5/2- Resonant excitation of 
the Er 4f-shell confirmed that the HEPL transitions are due to only one type of Er center [3]. 
Many different types of Er centers have been observed by direct excitation of the Er ion, the 
different configurations of these complexes giving rise to different crystal-field-splittings of the 
intra-4f-shell transitions. These different crystal-field-splittings result in absorptive transitions of 
well defined energy, allowing the selective excitation of different types of Er centers. As one type 
of Er center exhibited a site-selective photoluminescence (SSPL) spectra identical to that obtained 
by HEPL, the dominant HEPL luminescence 
was attributed to this Er center. Further work 
has shown that this complex consists of an Er 
ion at the Ga sublattice, associated with two O 
atoms [4]. 

AE 

The temperature dependence of the 4Ii3/2—»4Ii5/2 
transitions is of major importance if Er doped 
material systems are to be of practical use. The 
excitation mechanism we assume is similar to 
that which has been successfully applied to the 
(de)excitation of Yb ions in InP [5], and is 
shown schematically in Fig 1. Following the 
absorption of an above-band-gap photon, a 
carrier (in this case we assume an electron) is 
captured by a trap level associated with the Er 
center. Subsequent Coulomb attraction then 
forms an exciton, the non-radiative 
recombination of which results in the excitation 
of the Er 4f-shell. The mismatch in energy 
between the bound exciton and the intra-4f- 
shell transition energy is given up as phonons. 

4f 

Back 
Transfer 

GaAs Er3+ ion 

Figure 1: Schematic of the excitation 
mechanism assumed. In this case, an electron 
trap level is assumed. 
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Possible mechanisms which could de-excited (energy back transfer - the opposite of excitation) or 
result in a reduced excitation efficiency (for example carrier thermalisation) are also shown. All 
these processes are expected to reduce PL intensity, while only de-excitation of the Er ion will 
result in a change in the lifetime of the 4In/2->4Ii5/2 transition. 

The reason for only one type of Er center exhibiting a strong energy transfer between the Er ion 
and excited carriers in the host semiconductor requires further consideration. The application of 
hydrostatic pressure is a powerful tool in the study of condensed matter as the energy bands and 
impurity levels of a semiconductor are very sensitive to inter-atomic distance and so their relative 
positions may be "tuned" by the application of pressure, allowing fundamental studies of 
electronic structure. In a previous paper we reported an optical spectroscopic study of the Er- 
related luminescence of GaAs:Er,0 under hydrostatic pressure [6]. At least two new sets of intra- 
4f-shell transitions which are due to Er centers, were observed at elevated pressures. In the 
present paper we report a study of the effects of temperature and pressure on the PL spectra, and 
discuss the reason for the appearance of luminescence from Er centers which are silent by HEPL 
at ambient pressure. 

Experimental. 
The sample described in this study was grown by low-pressure MOCVD at 500° C on a (001)- 
oriented undoped GaAs substrate as detailed previously [1,2]. The Er concentration for this 
sample was 5x10 cm" as measured by secondary ion mass spectrometry. 2.2 urn of GaAs:Er,0 
was deposited. The sample was mechanically thinned to -30 um and cut to size ~ 120x120 um2. 
Hydrostatic pressure was applied in a miniature diamond anvil cell [7] with argon as the pressure 
transmitting medium. The shift of the Rl and R2 lines of a ruby chip were used as the pressure 
sensor, which gave an accuracy of ±0.5 kbar. The ratio of the intensities of the Rl and R2 lines 
provides a measure of temperature [8], which enabled us to ensure there was negligible heating of 
the sample due to the excitation light. For measurements of HEPL intensity as a function of 
temperature a constant pressure (within the accuracy of the ruby pressure sensor) was maintained 
within the cell. Measurements were taken under only increasing pressure so as to ensure non- 
hydrostatic effects were avoided. HEPL was excited with the 514.5 nm line of an Ar-ion laser 
which was introduced through the top of the diamond anvil cell via an optic-fiber. This excited 
both sample and ruby chip simultaneously, allowing the excitation optics to be undisturbed as 
pressure was increased. This ensured a constant excitation power (-10 W/cm"2) on the sample to 
facilitate accurate measurements of HEPL intensity as a function of pressure. Luminescence 
transmitted through the substrate of the sample was collected from the bottom of the diamond 
anvil cell via a 45° prism. Suitable filters were used to cut out stray excitation light and 
luminescence from the ruby. The luminescence was dispersed using a 1.25 m single spectrometer 
providing a resolution of 0.4 nm (0.2 meV), and was detected using a liquid nitrogen cooled Ge- 
detector. The excitation light was chopped and the signal recovered by standard lock-in 
techniques. 

Results and Discussion. 
Figure 2 shows typical HEPL spectra obtained at: (a) ambient pressure, and elevated pressures of 
(b) 26.4 kbar, (c) 30.3 kbar, (d) 32.9 kbar. The spectra were obtained at 5K. The different types 
of Er centers present within the sample are identified by a number, and symbols are used in the PL 
spectra to identify the center to which the luminescence is attributed. At ambient pressure, 
"center 9" is the only center which is observed by HEPL. As the 4Ii3/2—>4Iis/2 peak positions are 
relatively insensitive to pressure, the new luminescence transitions observed in Figs. 2(b-d) are 
identified as being due to other types of Er centers by comparison of the HEPL spectra obtained at 
high pressure with SSPL spectra obtained for each different type of center at ambient pressure [9]. 
Such a comparison has revealed that most of the new features may be attributed to "center 11" 
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and "center 2". In addition, center 11 has been 
shown to exhibit a change in atomic configuration 
at -30 kbar. At low pressures (<25 kbar) only 
configuration 11A is stable. As pressure is further 
increased (25-30 kbar) both configurations 11A 

and 11 are stable resulting in two sets of crystal- 
field-split transitions. At even higher pressure 
only configuration 11B is stable. The reason for 
this change in configuration for center 11 is not 
understood. However, a change in site for a 
second-nearest-neighbour of the Er ion has been 
proposed [10]. 

The effect of pressure on the band-structure of 
GaAs is shown schematically in Fig. 3. The 
predicted positions of the conduction-band 
minima are shown with respect to the T valence- 
band maximum. Typical experimentally obtained 
values for the pressure coefficient in meV/kbar 
(change in energy as a function of pressure) of the 
T, X, and L conduction-band minima with respect 
to the r valence-band maximum are marked 
[11,12]. A trap level may be considered to be a 
superposition of conduction-band and/or valence- 
band wavefunctions from the T, X, and/or L points 
of the Brillouin zone. As the deformation 
potential for the valence-band is about 1/10* of 
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Figure 2:    HEPL spectra obtained at (a) 
ambient pressure, (b) 26.4 kbar, (c) 30.3 

that of the conduction band [13], the pressure  kbar, (d) 32.9 kbar.   Transitions are marked 
coefficient of the valence-band is expected to be  to identify which center they are attributed 
much smaller than the conduction-band.  For this   to:   "D" center 9, "♦" center 2, "•" center 
reason the valence band is usually considered   11 , "O" center 11 . 
stationary. The optical properties are related to the 
relative proportions of the special point wavefunctions (r, X, L). The pressure coefficient of the 
impurity level will be determined by an average of the pressure coefficients of the special points 
taking into account the number of valleys at the special points. For example, a deep donor level 
made up of wavefunctions from throughout the Brillouin zone, like the DX center, has a pressure 
coefficient of -5 meV/kbar [14]. A hydrogenic state made up of T-like wavefunctions, like an 
exciton bound to a donor, will have a pressure coefficient equal to the T band-gap -10.7 
meV/kbar. Furthermore, the luminescence intensity in the region of the T/X crossover will 
depend upon the nature of the impurity level wavefunction. For example, a level which is made 
up of wavefunctions from throughout the Brillouin zone will be insensitive to the T/X crossover. 
Luminescence from hydrogenic states made up mainly of T-like wavefunctions will be drastically 
reduced when the material becomes indirect. The pressure at which the T/X crossover takes place 
in GaAs (-41 kbar) is marked in Fig. 3, although due to inter-valley mixing this reduction is 
observed from -30 kbar [11]. 

A possible reason for the appearance of luminescence from Er centers as pressure is increased is 
that the impurity level associated with the center enters the band-gap. Previous work has shown 
the appearance of luminescence from excitons bound to the N isoelectronic trap in GaAs as 
pressure is applied [15]. The N-related level was shown to be in resonance with the conduction 
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band at ambient 
pressure, but entered 
the band-gap at 
elevated pressure. The 
appearance of an Er- 
center-related level 
within the band-gap 
would allow excitation 
of the Er ion via the 
mechanism discussed 
previously. In such a 
case, the depth of the 
level from the band- 
edges would be 
expected to increase 
with increasing 
pressure. Figure 4 
shows a plot of 
integrated PL intensity 
of the highest energy 
transition for each 
center observed by 
HEPL as a function of 
pressure. For centers 2 
and 11A a gradual 
increase in PL 
intensity as pressure is 
increase is observed. 
This is consistent with 
the impurity level 
entering the band-gap 

as the probability of carrier capture (and hence PL intensity) is expected to increase with 
increasing depth. 
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Figure 3: Schematic diagram of 
the effect of pressure on the 
band-structure of GaAs [13,14]. 

Figure 4: Plot of integrated HEPL 
intensities for (a) center 9, (b) 
center 2, (c) centers 11A and 11B. 
The pressure at which the band- 
structure of GaAs changes from 
direct to indirect is also marked. 

By measuring the effect of temperature on the 4Ii3/2—>4Ii5 transition lifetime an activation energy 
of -300 meV was extracted from an Arrhenius plot [16]. An Arrhenius plot of the PL intensity at 
ambient pressure yields a similar energy -340 meV. As a change in lifetime is only expected for a 
de-excitation of the excited ion, then, for center 9 at ambient pressure the dominant mechanism 
for thermal quenching is back-transfer. The activation energy obtained from a measure of PL 
intensity is a measure of the back-transfer energy mismatch, i.e. E0~300 meV. As the 
luminescence energy of the Er 4f-shell, E4f, is ~800meV, the depth of the impurity level, AE, is 
calculated to be -400 meV (refer to Fig. 1 where the impurity level is assumed to be an electron 
trap). At a range of pressures the activation energy obtained from Arrhenius plots of PL intensity 
was roughly constant with a value of 375±50 meV. This indicates that the value of Eo remains 
constant under the application of pressure for center 9. 

The relative dominance of the quenching processes is expected to depend upon the relative sizes 
of AE and E0. In the case of an impurity level entering the band-gap, AE should be much smaller 
than E0 (AE -a few meV, E0 ~900meV). Carrier thermalisation may therefore be expected to 
dominate the thermal quenching of luminescence in the case of impurity levels entering the band- 
gap.  Activation energies extracted from Arrhenius plots of integrated PL intensity for centers 2 
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and 11 are shown in Table 1. The 
continuous increase in the activation 
energy and the small value of 
activation energy for centers 2 and 
11A confirm that the appearance of 
luminescence is due to impurity 
levels entering the band-gap. The 
activation energies obtained for 
centers 2 and 11 therefore provide a 
measure of the impurity level depth 
AE, in contrast to the activation 
energies obtained for center 9 which 
provide a measure of the back- 
transfer energy E0. 

Pressure 
(kbar) 

Center 2 
(meV) 

Pressure 
(kbar) 

Center 11A 

(meV) 
Center 11B 

(meV) 
9.9 4 22.6 35 

22.5 10 24.1 45 
33.5 15 27.2 55 65 
54.1 18 30.3 80 72 
72.2 25 32.9 75 

36.0 67 

Table 1: Experimentally determined impurity level 
depths from the band-minima measured at various 
pressures for centers 2, 11A, and 11B. 

Considering the insensitivity of the PL intensity of center 9 to the I7X crossover (Fig. 4(a)) the 
impurity level wavefunction is best described as being made up of many points from throughout 
the Brillouin zone, i.e. not just from wavefunctions from one of the special points. Although the 
results of the temperature dependence of the PL intensity indicates that Eo is constant at all 
pressures -375+50 meV, the precise nature of the wavefunction (i.e. whether it is made up of 
conduction-band or valence-band wavefunctions) cannot be deduced. In this paper we shall 
discuss this center no further. 

For center 2 also, an insensitivity to the T/X crossover is observed in Fig 4(b). this indicates that 
the associated level is made up of a wide range of points throughout the Brillouin zone.  Should 
the impurity level be an electron trap then the very small change in AE would indicate that the 
impurity level was made mainly from T-like states. This would result in a drastic reduction in PL 
intensity as the GaAs band-gap is made indirect, which 
is not the case. Furthermore, the gradual increase in trap 
depth,   AE,   regardless   of   the   TfX   crossover   is 
inconsistent with it being made up of conduction-band 
wavefunctions.    If it were made up of valence-band 
wavefunctions  then the observed properties  can be 
explained.   The impurity level must be made up of a 
wide  range  of valence-band  states   (explaining  the 
insensitivity to the T/X crossover). The gradual increase 
in AE regardless of T/X crossover, and the small value 
of this increase (the valence-band states show a much 
small change in energy than the conduction-band states) 
are also well explained. We therefore attribute center 2 
to a level which is resonant with the valence-band at 
ambient pressure. Figure 5 (a) shows a schematic of the 
behaviour   of   center   2   as   determined   by   these 20      25      30      35 

measurements. Pressure (kbar) 
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For center 11A the change of AE with pressure indicates 
a pressure coefficient of ~5 meV/kbar. This value is 
rather too large to be attributed to valence-band states 
(due to the differences in deformation potentials), so we 
therefore attribute center 11 to be a level which is 
resonant with the conduction-band at ambient pressure. 

Figure 5: Schematic diagram of the 
band-structure and impurity level 
positions as determined in this work for 
(a) center 2, and (b) centers 11A and 
11B. 
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For center 11 the value of AE is almost independent of pressure. As the trap level remains at a 
constant energy below the T band-gap, the impurity level wavefunction appears to be made up of 
mainly T-like wavefunctions. This is confirmed by the disappearance of luminescence at the I7X 
crossover. The change in band-structure from direct to indirect results in the T-like electron 
wavefunction being unable to efficiently capture the electrons lying at the X minima, resulting in 
a small recombination rate with a T-like hole. Figure 5 (b) shows a schematic of the behaviour of 
center 11 as determined by these measurements. 

Conclusions. 
Er related luminescence in GaAs:Er,0 has been studied as a function of temperature and 
hydrostatic pressure. The appearance of luminescence is well explained by the entry of Er-related 
impurity levels into the band-gap, thus allowing the energy transfer to take place. The formation 
of various energy levels by different types of Er centers indicates that it is the constituents of the 
Er complex which determine it's electrical character. The requirement of an impurity level being 
within the band-gap for efficient energy transfer between the host and the rare-earth 4f-shell is 
also highlighted. 
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Abstruct. Er doped GaAs sample with O co-doping was investigated by fluorescence EXAFS 
(extended X-ray absorption fine structure) in order to study the local structure around the Er 
atoms. The bond lengths of Er-0 and Er-As were obtained to be 2.14Ä and 2.79Ä, respectively. 
The coordination numbers of both O atoms and As atoms were approximately two. Although 
the ordinal structure of Er oxide is cubic bixbyite structure E^Os, the local structure around 
Er atoms in the sample is not considered to be similar to the Er203 structure. Because the 
measured bond length of 2.14Ä is not close to the Er-0 bond length of 2.27Ä in cubic bixbyite 
structure Er203. By the EXAFS measurement using [010], [110] and [110] polarized X-ray, we 
could not determine that either Er or O atoms adsorbed at first on GaAs (001) surface. 

Introduction. 

Er-doped semiconductors are important for optical communication systems since one of the 
prominent luminescent peaks of Er at 1.5/im is in the minimum absorption region of silica 
based optical fibers. The origin of the luminescence is intra-4f-shell transition of Er3+. The 
wavelength of the luminescence from intra-4f-shell transition is stable regardless of host semi- 
conductors and temperature. III-V semiconductors are useful as the host semiconductors for 
Er-doping because advanced growth techniques are available. Recently, the Er atoms doped in 
GaAs with O co-doping showed high efficient photoluminescence[l, 2, 3], and the local structure 
around the Er atoms attracts a strong interest because photoluminescence excitation measure- 
ment revealed that Er formed many types of luminescent centers. In this work, Er doped 
GaAs samples with O co-doping were investigated by fluorescence EXAFS (extended X-ray 
absorption fine structure) in order to study the local structure around the Er atoms. The 

■ EXAFS measurement is a powerful technique to investigate a local structure around a specific 
element[4, 5, 6]. Furthermore, polarized X-ray from synchrotron radiation source was used for 
the EXAFS measurement in order to investigate the direction of the atoms located around Er. 

Experimental. 

The sample was grown by OMVPE (organometallic vapor phase epitaxy) at 500°C on un- 
doped GaAs (001) substrate. The concentration of the Er atoms in the sample was mea- 
sured as 4.0 x 1018cm-3 by SIMS. The EXAFS measurement was conducted using synchrotron 
radiation at beam line BL12C of the Photon Factory in the National Laboratory for High 
Energy Physics at Tsukuba. Er Lni-edge EXAFS was measured at 100K using polarized 
X-ray to [010], [110] or [110] direction. Using the polarized X-ray, the position of the O 
atoms around the Er atoms could be identified if most of the O atoms occupy the same sites. 
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Results. 
A. Local structure around Er atoms. 

Figure 1 shows the measured EXAFS k3x(k) 
spectrum (background subtracted and nor- 
malized) with [010] polarized X-ray. Re- 
sults with [110] and [110] polarized X-ray will 
be discussed later. The obtained spectrum 
was analyzed by comparing it with theoreti- 
cally calculated spectra assuming several lo- 
cal structures around the Er atoms. For ex- 
ample, spectra of (a) Er atoms forming cubic 
bixbyite structure Er203, (b) Er atoms on Ga 
site with two O atoms and two As atoms on 
the nearest As sites (Er-20 structure), (c) Er 
atoms forming rocksalt structure Er As, (d) 
Er atoms on Ga site with no O atoms on 
nearest sites as shown shown in Fig. 2 were calculated using FEFF6 program[7, 8, 9]. 

Figure 3 shows the calculated spectra with the model structures as shown in Fig. 2. From 
these spectra, the model in which Er atoms are on Ga site and some of the neighbor As atoms 
are substituted by O was decided to be most probable because only Er-20 model among these 
models well represented the positions and shapes of the first several major peaks observed at 
around k = 3.5, 5.2, 6.6, and 7.2, although the peak positions are shifted by the phase factor. 

The measured k3x(k) spectrum was Fourier transformed into i?-space as shown in Fig. 4. 
Theoretically calculated spectra were also Fourier transformed as shown in Fig. 5. The region 
ofthe Fourier transformation was from 3.0 to 10.0Ä-1. The shapes of the first two peaks in Fig. 4 

Fig. 1 Measured EXAFS spectrum for 
Er-doped GaAs with O co-doping. 

Cii site 

(a) 

(c) 

Fig. 2 Schematically shown atom locations 
around Er atoms for (a) Er203, (b) Er-20, 
(c), rocksalt ErAs, and (d) Er on Ga site 
models. 

4      5      6      7      8      9 
Wave number: k [Ä"1] 

Fig. 3 Theoretically calculated EXAFS 
spectra assuming four types of local 
structures around Er atoms in GaAs. 

11 
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agreed with (b) in Fig. 5. In the Fourier 
transformed spectrum, two near neighbor 
peaks were observed at about 1.7Ä and 2.3Ä 
which corresponded to 0 and As, respec- 
tively. These two peaks were cut out and 
were Fourier transformed into fc-space. Pa- 
rameter fitting was conducted in fc-space 
as shown in Fig. 6. Bond lengths of Er- 
O (r-ßr-o) and Er-As (rEr_As), coordination 
numbers of O atoms (7V0) and As atoms 
(■WAS) around the Er atom, and Debye-Waller 
factors about the Er-0 bond (<TET-O) and Er- 
As bond (cEr_As) were chosen as fitting pa- 
rameters. The bond lengths of Er-0 and Er- 
As were obtained to be 2.14Ä and 2.79Ä, re- 
spectively. The coordination numbers of 

both O atoms and As atoms were approxi- 
mately two. Although the ordinal structure 
of Er oxide is cubic bixbyite structure Er203, 
the local structure around Er atoms in the 
sample is not considered to be similar to the 
Er203 structure. It is because the measured 
bond length of 2.14Ä is not close to the Er-0 
bond length of 2.27Ä in cubic bixbyite struc- 
ture Er203. 

As shown in Fig. 7, if two As atoms and 
two O atoms locate on tetrahedral As sites in 
GaAs and the Er-0 bond length is 2.14Ä, the 
Er-As bond length must be 2.82Ä. This value 
is close to the obtained value, 2.79Ä. There- 
fore we concluded that most of the Er atoms 
doped in GaAs with O co-doping constructed 
Er-20 structure even in the sample where 
many types of luminescent centers were ob- 
served. This result suggests that the differ- 
ence of the luminescent centers are due to 
the difference of the configurations of atoms 
further than 2nd near-neighbors around the 
Er atoms. 

B. Occupation sites of O atoms. 
We conducted the EXAFS measurement us- 
ing [010], [110] and [lTO] polarized X-ray. 
Figure 8 shows the measured spectra with 
polarized X-ray. Figure 9-(a) shows the re- 
lationship between polarized X-ray direction 
and atomic sites. Er and 0 atoms were 
supplied to the growing GaAs (001) surface. 
If O atoms absorbed on the As sites and 
then Er atoms absorbed on the Ga sites 

111>1111111111| 11111111111111111111111111M111111 
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Fig. 4 Fourier transformed EXAFS 
spectrum. 
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Fig. 5 Fourier transformed theoretically 
calculated EXAFS spectra. 
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Fig. 7 Position of Er atoms in GaAs lattice, 

which are next to the 0 atoms on As sites, the 0 atoms must be located in [111] or [111] 
direction from Er atoms (Fig. 9-(b)). Those 0 atoms cannot be detected using the X-ray po- 
larized to [110] direction. On the other hand, if Er atoms absorbed on Ga sites and then 0 
atoms absorbed on As sites which are next to the Er atoms on Ga sites, the 0 atoms must be 
located in [111] or [Til] direction from Er atoms (Fig. 9-(c)). Those O atoms cannot be detected 
using the X-ray polarized to [110] direction. Using the X-ray polarized to [010] direction, the 
O atoms on both of the sites are observed equally. Therefore, these two positions should be 
distinguished by comparing the two spectra measured using [110] and [llO] polarized X-ray. If 
O atoms are observed using the X-ray polarized to [110] direction, it means that the O atoms 
are above the Er atoms like Fig. 9-(c). On the other hand, if O atoms are observed using the 
X-ray polarized [110] direction, it means that the O atoms are beneath the Er atoms as shown 
in Fig. 9-(b). However, as shown in Fig. 8, the measured spectra were very similar and the 
results of the analysis for all of the spectra were almost the same. The results of the parameter 
fitting are listed in Table I. This result suggests that the probability of O atoms located over 
or under the Er atoms is almost equal. In other words, It was not determined whether Er or O 
atoms were adsorbed at first on GaAs (001) surface. 

Conclusions. 

Er doped GaAs samples with O co-doping were investigated by fluorescence EXAFS in order 
to study the local structure around the Er atoms. The bond lengths of Er-0 and Er-As were 
obtained to be 2.14Ä and 2.79Ä, respectively. The coordination numbers of both O atoms and 
As atoms were approximately two. Although the ordinal structure of Er oxide is cubic bixbyite 
structure Er203, the local structure around Er atoms is not considered to be similar to the 
Er203 structure. It is because, the measured bond length of 2.14Ä is not close to the Er-0 
bond lengthof 2.27Ä in cubic bixbyite structure Er203. By the EXAFS measurement using 
[110] and [110] polarized X-ray, we could not determine whether Er or O atoms adsorbed at 
first on GaAs (001) surface. 

Table 1: Results of the parameter fitting. Symbols are defined in manuscript. 

Polarized 
Direction 

rEr_0     iV"0     o-Er_0 

[Ä] 
^Er-As 

[Ä] 
NAs ^Er-As R. Factor 

[010] 
[110] 
[no] 

2.140    2.44    0.100 
2.133    2.09    0.079 
2.138    2.18    0.088 

2.789 
2.791 
2.804 

2.00 
1.71 
1.60 

0.095 
0.087 
0.082 

0.016 
0.048 
0.038 
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Fig. 8 Measured EXAFS spectra with [110], [HO] and [010] polarized X-ray. The spectrum 

measured with [010] polarized X-ray is the same as that shown in Fig. 1. 
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Fig. 9 X-ray polarized directions used for the EXAFS measurement. 
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Abstract. Strong rare-earth (RE) 4f-emissions from erbium ion-implanted GaN have been observed 
through photoluminescence (PL) measurements. PL measurements were also performed as a 
function of excitation laser wavelength from an Ar+-ion laser ranging from above (351.1 nm) and 
below (514.5 nm) bandgap energy at the sample temperatures ranging from 2 to 300 K. The results 
of PL measurements of Er-implanted GaN showed two well-resolved 4f-transitions of the Er + 

center, the \snr>\sn. at ~l-54 urn and the \\nr>\ia at ~L00 urn from the crystal-field split 
manifolds along with numerous 'hot' lines. An energy level model requiring at least two non-cubic 
Er3+-centers is proposed, which accounts for the majority of the observed luminescence peaks. 
Oxygen co-implantation with Er was found to enhance the -1.54 um peaks, and to lower the 
optimal annealing temperature from 1000 to 800 °C. The formation of Er-0 complexes was thought 
to be responsible. 

Introduction. 
Oxygen co-doping has been reported to enhance Er emissions in other semiconductors [1,2]. 
Several groups have now reported room temperature Er + luminescence at 1.54 um from GaN co- 
implanted with Er and oxygen [3,4]. Previous studies with low temperature PL performed on Er 
implanted GaN revealed strong luminescence emissions from crystal-field split intra-4f shell 
transitions associated with Er3+ after annealing at temperatures greater than 700 °C [5]. An optimal 
annealing temperature of 1000 °C was found to produce the strongest photoluminescence signal for 
GaN implanted with Er alone [5]. In contrast to our results, Wilson et al. [3] reported that the ~1.54 
um luminescence signal from GaN co-implanted with Er and oxygen was strongest with annealing 
temperature of 700 °C. This paper reports the results of PL studies on Er-implanted GaN both with 
and without oxygen co-implantation. 

Experiment. 
GaN grown on sapphire by MOCVD was implanted with Er at an ion energy of 1150 keV, with 
doses of lxlO13 and 5xl013 cm"2 at room temperature. Annealing was performed in a conventional 
tube furnace by the proximity cap method at temperatures ranging from 700 to 1000 °C for 90 min 
under an atmosphere of flowing NH3. To study the effects of oxygen co-implantation of GaN, a set 
of samples was co-implanted with oxygen at an energy of 135 keV and a dose of 5.0x10 cm". 
These parameters were chosen in order to place the oxygen concentration peak at the same depth as 
the implanted Er concentration peak. Oxygen co-implanted GaN:Er samples were annealed under 
conditions identical to those used for the GaN:Er. 

Photoluminescence was performed using an Ar+ laser, a 3/4-meter spectrometer, and a liquid 
nitrogen cooled Ge detector. The temperature of the sample could be varied from 2 to 300 K by 
placing the sample in a temperature controlled optical cryostat. The spectra were not corrected for 
system response. Photoluminescence excitation of GaN:Er was performed using the available 
discrete lines of the Ar+ ion laser. All wavelengths were below the low temperature GaN bandgap 
at -3.5 eV with the exception of the multiline UV excitation between 351.1 and 363.8 nm. 
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Fig. 2. Annealing temperature dependent low 
temperature photoluminescence of Er3+ 

centers in GaN co-implanted with Er and 
oxygen. 

Results and Discussion. 
Annealing studies were performed on Er-implanted GaN without and with oxygen co-implantation 
to determine the optimal annealing temperature for activation of the Er3+ intra-4f shell 
luminescence. Figure 1 shows the PL peaks observed at 2 K for the 4Ii3/2->

4I15/2 4f-transitions of 
the Er center at -1.54 urn from the crystal-field split manifolds for the GaN implanted with Er 
alone. Er ions were implanted at room temperature at an energy of 1150 keV with a dose of 5x1013 

cm". Photoluminescence spectra were excited by the 514.5 nm line from an Ar+ ion laser. The 700 
C annealed sample showed very weak Er3+ luminescence, and the luminescence signal increased in 

intensity as annealing temperature was increased from 700 to 1000 °C. Identical annealing 
temperature dependence behavior was also observed for the 4I,i/2-^

4I15/2 manifold at -1.00 pm. As 
shown in Fig. 1, 1000 °C was the optimal annealing temperature for all manifolds of Er3+. 
Numerous lines of Er ""-related signals were observed, and observations about the energetic location 
of these lines gave valuable clues as to their origin. The observed number of Er3+ PL peaks due to 
crystal-field splittings was indicative of the existence of non-cubic site occupancy by Er3+. 
Furthermore, the GaN:Er had numerous peaks which changed in relative intensity as annealing 
temperature was increased. Each group of several lines showed the same consistent trend of 
increasing intensity with annealing temperature. For example, these peaks were labeled as B, FF, 
and KK in Fig. 1. The underlying cause for the changes in relative intensities among the various 
luminescence peaks as annealing temperature was increased cannot be determined with absolute 
certainty from the data in hand. However, it was clear that some change must have occurred in the 
nature of the Er luminescence centers as annealing temperature was increased. This change could 
indicate that a different type of Er luminescent center was formed at high annealing temperature. 
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Figure 2 shows the PL peaks observed at 2 K for the "IBQ-ASQ 4f-transitions of the Er + center at 
-1.54 urn from the crystal-field split manifolds for the GaN co-implanted with Er and oxygen. Er 
ions were implanted at room temperature at an energy of 1150 keV with a dose of 5x10 cm", and 
oxygen ions were implanted at room temperature at an energy of 135 keV with a dose of 5x10 
cm"2. Photoluminescence spectra were excited by the 514.5 nm line of an Ar+ ion laser. In contrast 
to the results of GaN:Er, 800 °C was the optimal annealing temperature for these oxygen co-doped 
samples. The 4I11/2 -» 4Ii5/2 transitions also showed this same optimal annealing temperature of 800 
°C. The most intense peak for the oxygen co-implanted GaN:Er was the peak labeled F in Fig. 2, 
which reached maximum intensity for samples annealed at 800 °C. This peak was also observed in 
GaN:Er. As the annealing temperature was increased above the 800 °C, the luminescence signal 
decreased in intensity. The differing optimal annealing temperature between GaN:Er and 
GaN:(Er+0) samples suggests that the Er luminescence centers may have been modified by oxygen 
co-implantation. The Er3+ luminescence intensity of the optimally annealed GaN:(Er+0) was about 
four times larger than that of the optimally annealed GaN:Er. This enhancement was similar to that 
found in a GaAs host [1]. However, the 4Iu/2-A5/2 transitions at -1.0 um showed no 
enhancement with oxygen co-implantation. The peak locations were nearly identical for the Er- 
implanted GaN with or without oxygen co-implantation. However, the relative intensities of the 
various 4Ii3/2->

4I15/2 lines for the Er and oxygen co-implanted GaN remained about constant with 
annealing temperature in contrast to the results of GaN:Er. There were no lines which grew in 
relative intensity as was the case for GaN implanted with Er alone [5]. These data supported the 
conclusion that at least two different Er centers may be responsible for the observed -1.54 urn 
luminescence. 

Sample temperature dependent PL for the GaN implanted with Er alone at an energy of 1150 keV 
with a dose of 5x1013 cm"2 was also carried out, and the results are plotted in Figs. 3 and 4 for the 
4I13/2_»4I15/2 and %m->%5/2 transitions, respectively. PL spectra were excited by the+514.5 nm line 
from an Ar+ ion laser. As shown in Fig. 3, the 4Ii3/2^

4Ii5/2 luminescence of Er + at -1.54 urn 
remained strong as sample temperature was raised to room temperature. The integrated intensity of 
the entire manifold of lines only dropped by less than 50% as sample temperature was increased 
from 2 to 300 K. These results were similar to findings by others for oxygen co-implanted GaN:Er 
[3,4]. Only a few new, higher energy 'hot' lines also appeared in this manifold above 0.81 eV as 
temperature was increased. In contrast, for the 4I11/2 ->

4Ii5/2 manifold as depicted in Fig. 4, several 
'hot' lines were observed as sample temperature was increased to 25 K, but the luminescence was 
almost completely quenched by 175 K. The six lines labeled a, c, d, f, h, and j were present at a 
sample temperature of 2 K. As sample temperature was increased, at least five new lines labeled b, 
e, g, i, and k appeared with increasing relative intensity. Under a shift of+4.45 meV, the lines a, d, 
h, and j fell almost exactly on the positions of b, e, i, and k, respectively. The c line became almost 
coincident with the position of the d line after the shift. Thus, due to overlap, no corresponding 
'hot' line could be observed for the c peak. According to observations of all the peak positions, the 
data strongly fit a model wherein the low temperature lines originated from the lowest energy 
crystal-field split level within the 4I11/2 manifold and terminated to the various crystal-field split 
energy levels of 4Ii5/2. Furthermore, the 'hot' lines all originated from a common, higher laying 
energy level within the 4I11/2 manifold, and terminated upon the corresponding energy level within 
the I15/2 manifold. Thus, the energy spacing of the crystal-field split levels involved could be 
determined. The observed lines allowed only six of a maximum eight expected energy levels [6] for 
non-cubic symmetry to be mapped for the 4I15/2 manifold, and only two of a maximum of six levels 
could be mapped for the lul2 manifold. 
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Limited companions of Er dose dependence PL studies were also made for the GaN implanted with 
Both Er doses showed identical Er alone at two different doses of lxlO13 and 5xl013 

manifolds of lines and nearly identical annealing behavior with temperature including the relative 
intensities of the luminescence peaks. Thus, it could be concluded that no differentiation in the 
luminescence centers occurred due to dose within the limited range examined. The only change 
observed between the two doses was a change in the total intensity of the Er-related luminescence. 
The intensity of the strongest peak in each manifold was between three and five times larger in the 
higher dose samples. Allowing for the inherent uncertainty in measuring relative intensities 
between samples, and since the difference in dose was a factor of five, the evidence demonstrated 
that the doses selected have not exceeded the solubility limit of Er in GaN. 

Selective photoluminescence excitation of GaN:Er was performed using the several available 
different wavelength lines of the Ar+ laser, and the results of luminescence are shown in Figs. 5 and 
6 for the Iu/2 -> I15/2 and I13/2 -> I15/2 transitions, respectively. Er ions were implanted at room 
temperature at an energy of 1150 keV with a dose of 5xl013 cm"2. A laser power level of 50 mW 
was used since this power level was obtainable for all laser lines. All wavelengths were below the 
low temperature GaN bandgap at -3.5 eV with the exception of the multiline UV excitation 
between 351.1 and 363.8 nm (3.408 -3.531 eV). Both manifolds of transitions were observed for 
each excitation wavelength. Lower resolution was necessary since the laser power levels were 
lower. As shown in Fig. 5, it was apparent that all of the same lines of the 4I11/2 ->

4I15/2 transition 
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were observed for the various line excitations as with the longest wavelength of 514.5 nm 
excitation, with the exception of the k line. All of the previously observed 'hot' lines labeled b, e, g, 
and i were apparent in the UV excited sample even at low temperatures. This may indicate that 
some change in the energy transfer to these lines occurred. It was also notable that the total 
intensity of the luminescence did not change substantially with the change in excitation wavelength 
except for the case of UV excitation. As shown in Fig. 6, the integrated intensity of the I13/2-» I15/2 
transitions at ~1.54 urn showed no appreciable changes as the excitation photon wavelength 
decreased from 514.5 to 465.8 nm. However, it should be noted that the intensities of the PL signal 
after exciting with UV wavelength changed by a factor of more than 5 from that of the 514.5 nm. 

Conclusion. 
Well resolved Er3+ crystal-field split intra-4f shell emissions were observed by low temperature PL 
from Er implanted GaN both with and without oxygen co-doping. The strongest Er + luminescence 
was observed from the 4Ii3/2-»4Ii5/2 transitions at -1.54 um, and the \\\nr> I15/2 transitions at -1.0 
urn were also observed. Optimum annealing temperatures were found to be 1000 and 800 °C for 
GaN:Er and GaN:(Er+0) samples, respectively. 'Hot' lines were observed for all manifolds. 
Higher dose resulted in greater PL intensity with identical luminescence peaks. The data on 
annealing temperature dependence, energetic spacings, 'hot' lines, and laser excitation wavelength 
dependence all support the conclusion of at least two, non-cubic Er luminescence centers in 
GaN:Er. Different luminescence centers seem to dominate in Er implanted GaN with and without 
oxygen co-implantion.    One proposed mechanism for an enhanced Er luminescence for co- 
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implanted GaAs with Er and oxygen was an interaction between oxygen and erbium to form a 
complex luminescent center [1]. 
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Abstract. Er-doped AlGaAs samples were grown by the MBE technique with concentrations 
of Er in the range 1018- 2 xlO19 cm-3. Photoluminescence (PL) of Er3+ ions and Er-induced 
defects was studied at liquid helium and higher temperatures. From high resolution PL 
spectra the existence of three types of Er centers is deduced which differ by positions of fine 
structure lines, PL lifetimes, and temperature dependence. Our results indicate that these 
centers are accompanied by the appearance of three types of carrier traps with binding 
energies of 20, 50 and about 400 meV, respectively. Our experiments show evidence that 
carriers captured into these traps control the Auger excitation of Er ions assisted by 
multiphonon emission of local phonons. Temperature quenching of erbium luminescence is 
controlled by depopulation of defect states in the case of Auger excitation via the most 
shallow hole trap (20 meV) and by competition of multiphonon nonradiative capture with 
the Auger transitions in the case of the deepest defect (400 meV). Besides erbium 
luminescence at 1.54 urn, we have observed luminescence of erbium ions from upper excited 
states at 0.82 and 0.98 [xm which demonstrates the possibility to realize a three-level scheme 
of light emission. 

Introduction. 
Recently there has been an outburst of interest in photoluminescence (PL) from erbium 
inserted into semiconductor matrices (see [1] and references therein). This attention is caused 
by the well known application of rare earths (RE) in laser active media and hopes to use 
semiconductors to achieve electrical pumping of RE centers instead of familiar optical 
pumping. Erbium is especially promising since it emits light with 1.54 (.im wavelength 
corresponding to an absorption minimum of silica glass optical fibers. The emission at 1.54 u 
m wavelength arises from internal transitions in the 4f-shell of Er3+ from the first excited 
4Ij3/2 to the ground 4115/2 state. 

In this paper we present results of detailed studies of Er-doped AlGaAs grown by MBE.. We 
have shown that doping of quantum structures with erbium leads to the formation of three 
defect levels in the AlGaAs bandgap and that charge carriers localized on these levels 
determine the processes of excitation of erbium ions. We have actually succeeded in exciting 
erbium ions via high excited states; this favors the development of lasers on radiative 
transitions in the f-shell of erbium ions inserted into semiconductor structures. 

Experimental procedure. 
The erbium-doped structures were grown by MBE at ~600°C on GaAs substrates. (For 
details see [2]). Using SIMS data, and PL measurements, we have shown that the 
introduction of erbium in GaAs/AlGaAs quantum well structures in the process of growth by 
MBE leads to efficient diffusion of Er and interdiffusion of Ga and Al. In the limit of  high 



1584 Defects in Semiconductors - ICDS-19 

concentrations of erbium inserted during MBE growth we have observed the degradation of 
the quantum structure and practically a homogeneous distribution of erbium, gallium, and 
aluminum throughout the bulk of the sample. However, due to interaction of aluminum and 
erbium erbium prefers to have aluminum rather than gallium surrounding and all the spectra 
of erbium luminescence observed by us are characteristic of AlGaAs but not of GaAs [2]. The 
Er concentrations measured by secondary ion mass spectroscopy (SIMS) were 9xl018 cm-3 

and 2.2xl019 cm3 for Er21, Er23, respectively. Two samples were prepared as Er-doped 
AIxGal-xAs ,avers with x=0-3 (Er29) and x=0-5 (Er40). They had Er concentrations of 9xl018 

cm-3 and 5xl018 cm3, respectively. In what follows we would refer to all our samples as Er- 
doped AlGaAs. 

PL spectra were measured at liquid helium and higher temperatures. The spectra were 
analyzed with an 822 mm double grating spectrometer and detected by a nitrogen-cooled 
germanium photodetector. Excitation was by the 488 nm line of an argon cw laser with 
pumping power up to 40 mW. PL lifetimes were determined by a phase shift method in which 
a phase sensitive detector is used to measure the phase difference between two signals (PL 
and pumping light). Temperature dependencies of intensities of different spectral lines were 
studied. 

Experimental results. 
All the spectra of erbium photoluminescence in the 1.54 urn band observed consisted of some 
ten lines. The interpretation of such spectra is usually not straightforward. However, having 
compared the spectra of Er21 measured at T = 5 K and T = 40 K (Fig. 1) we have observed a 
sharp difference in the behaviour of the lines intensities. We have selected three series of 
these lines (a, b, and c) according to their temperature quenching. The measurements of the 
lifetime of erbium ions in the excited states have demonstrated that the lifetime 
corresponding to the a line was about 0.5 ms while those for b and c lines only 0.05-0.07 ms. 
Besides the differences in temperature dependence and lifetimes, the a, b, c series of lines 
differ also by the linewidths which is less than 7 Ä in the a series and 15 Ä in the b and c 
series. In addition, the ratio of the line intensities within each series is constant and 
independent of the concentration of erbium inserted into the GaAs Qws. Thus, from the 
temperature quenching, lifetimes, and linewidths of erbium PL, and the ratios of line 
intensities in each series we have concluded that the introduction of erbium in AlGaAs leads 
to the formation of three groups of erbium centers. We propose that the existence of these 
centers is accompanied by the appearance of three defect levels in the semiconductor 
bandgap involved in Auger excitation of erbium ions. We have labeled these defect levels as 
Da, Db, and Dc (Fig. 2). It follows from the temperature dependence that Da is a deep level 
while Db and Dc are shallow levels. 

It is known that the introduction of erbium into a GaAs semiconductor matrix induces an 
impurity potential in the crystal lattice [3]. The isovalent impurity potential leads to shear 
deformation of the lattice resulting in the splitting of the degenerate GaAs valence band. As a 
result the induced potential attracts holes. This is presumably the origin of the shallow hole 
traps with binding energy of 35 meV in GaAs induced by the introduction of erbium. If 
erbium concentration exceeds 5xl017 cm-3 (the limiting'solubility of erbium in GaAs), 
erbium begins to occupy the interstitial positions which leads to the formation of deep defect 
hole trap with an energy of 350 meV [3,4,5]. 

We assume that similar hole traps should be formed also in AlGaAs on the introduction of 
erbium, and their binding energies should be close to those observed in GaAs. In fact, we 
have found two lines of defect luminescence in the 640-680 nm range at high pumping rates 
when the intrinsic erbium PL tends to saturation (Fig. 2). 
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In the spectrum of Fig. 2 we can see two fairly wide lines with the maxima at Db= 1.87 eV 
and Dc = 1.90 eV and a narrow exciton line at Ex = 1.92 eV. Reasoning similar to the GaAs 
case leads to the assumption that erbium ions in AlGaAs in the substitutional positions 
induce two shallow defect levels with binding energies of 20 and 50 mev (calculated from the 
differences in the positions of the exciton line Ex and the defect PL lines Db and Dc). The 
existence of two types of shallow traps in AlGaAs instead of only one in GaAs is probably 
due to the different surroundings of erbium ions in the AlGaAs matrix. It should be noted 
that we cannot ascribe these defect states unambiguously to hole traps. This point actually 
needs further study. 

The results of studies of temperature quenching of the Db and Dc defect lines and b, c, and a 
erbium series demonstrate that the quenching of the defect Dc line is significantly stronger 
than that of Db line. The activation energy 65 meV found from the temperature dependence 
of the Db line is in fair agreement with the binding energy of the Db level deduced from the 
photoluminescence data: 1.92 - 1.87 = 0.05 eV. The temperature quenching of the erbium 
PL c line occurs with the activation energy of 25 meV corresponding to the binding energy of 
the Dc level found from the PL data: 1.92 - 1.90 = 0.02 eV. Thus, the quenching of erbium PL 
connected with the most shallow trap Dc is controlled by depopulation of this state with the 
temperature rise. The temperature quenching of the b and a lines of erbium PL is weaker than 
that of the c line. The effective drop of the line a intensity starts only at about 50 K for Er23 
and above ~ 100 K for Er29 (AlGaAs). The line a can be observed up to room temperature 
(Fig.3). Note, that the temperature quenching of the b and a lines occurs earlier than we 
would expect from depopulation of the corresponding defect levels. 

It should be noted that the position of the exciton line at Ex=1.92 eV corresponds to the 
composition of the alloy AlxGai_xAs with x=0.32 . However, the average composition of 
AlxGaj.xAs which would be obtained as a result of complete levelling of gallium and 
aluminum concentrations over the QW region due to cations interdiffusion could not exceed 
x = 0.25. This difference indicates that there exist erbium-containing clusters enriched by 
aluminum. 

In the PL spectrum for Er23 measured in the 800-1800 nm range we have seen distinctly a 
series of narrow lines at the wavelengths 820, 980 and 1550 nm which corresponds to 
transitions of the Er3+ ion from three lowest excited states: 4I9/2 -» 4I j5/2 (1-49 eV), 4In/2 -> 
4I13/2 (1.26 eV) and 4I13/2 -> 4Ii5/2 (0.81 eV). Besides the PL band at 640 - 690 nm determined 
by the transitions to the shallow defect traps Db and Dc and the exciton line discussed above 
a wide PL band is observed around 1000 nm. We believe that it is caused by optical 
transitions to deep hole states Da. The observation of a wide band evidences probably the 
existence of strong electron-phonon interaction for the deep state. Thus, we have actually 
found three types of erbium-induced traps in AlGaAs and PL from the upper excited states 
4l9/2 and 4Ij i/2 °ftne Er3+ ions. 

Discussion of the excitation mechanism. 
Based on our experimental results, we propose the following model of excitation of the 
erbium ion 4f-shell. The pumping radiation generates electron-hole pairs in the erbium- 
containing AlGaAs region. Holes are quickly captured by the hole traps Dc, Db, and Da 
induced by erbium at the cation sites and interstitials (Fig. 4). Recombination of a free 
electron and a hole captured by the trap can be radiative (i.e. defect PL that was observed by 
us at high pumping rates), nonradiative multiphonon capture of a free electron, or Auger 
capture of an electron with excitation of the 4f-shell of an erbium ion (Auger excitation). In 
the latter case the main part of the recombination energy is transferred to the erbium ion to 
excite the f-shell via Coulomb interaction. 
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In Fig. 4 a possible diagram of Auger excitation of erbium ions via deep Da and shallow Db 
and Dc local states is presented. Since the energies of defect PL connected with the shallow 
traps (Db and Dc lines) are close to the energy of 4F9/2 -> 4I15/2 transition it is reasonable to 
propose that the excitation occurs via the 4F9/2 level. For excitation via the deep trap Da 
we can expect excitation via 4I11/2 and 4I13/ 2 levels. This assumption is confirmed by 
observation of erbium PL corresponding to the 4I9/2 -» 4I15/2 and 4Ij l/2 -> 4II5/2 transitions. 

In the case of excitation of erbium via shallow traps the temperature quenching of erbium PL 
could be controlled by the thermal depopulation of shallow defect levels. We have actually 
observed this situation for the c line of erbium PL. In the case of excitation via deep defects 
Da the temperature quenching is no more determined by the thermal depopulation of the Da 
level but is controlled by a competition between the Auger-excitation and multiphonon 
nonradiative capture , i.e. by the ratio of their probabilities. We have calculated the 
temperature dependence of this ratio and compared it to the temperature quenching of the 
erbium PL a line at 1.54 urn for Er29. A good agreement was obtained demonstrating that 
our assumption is sound. This point explains also why the increase in Al content (x) in 
AlxGai_xAs leads to a weaker temperature quenching of the a line for Er40 : the rise of the 
energy gap with x (and the corresponding increase in the energy of defect level) increases the 
height of the energy barrier for the multiphonon transition and reduces it importance as 
compared to the Auger process. 

Conclusions. 
In conclusion, we have demonstrated that l. Erbium impurity forms three types of hole traps 
in the bandgap of AlGaAs (one of them being deep with the binding energy about 400 meV 
and two shallow ones with the energies of 25 and 50 meV). 2. Excitation of the f-shell of 
erbium ions is determined by an Auger process with participation of holes captured by the 
traps accompanied by release of excess energy transferred to local phonons. 3. The 
temperature quenching of erbium PL excited via shallow traps is caused by a thermal 
depopulation of the defect levels. The temperature quenching of erbium PL excited via deep 
trap is due to an increase of probability of multiphonon thermally activated capture of free 
electrons competing with the Auger excitation process. 4. Erbium PL on the 1.54 urn 
linewidth excited via the deep trap can be observed up to room temperature. 5. The 
observation of erbium PL corresponding to the transitions from the 4I9/2 and 4Ill/2 levels 
indicates that three-level excitation scheme for the PL on 1.54 urn can be realized in erbium- 
doped AlGaAs. 
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Abstract : We report on a study on Nd3+ and Er3+ in Nd2Ba(Zn,Cu)05, Er2BaNi05 and 
Er2BaCu05 by means of photoluminescence, absorption, and Raman spectroscopy in magnetic 
fields up to 15 T. Crystal-field levels of Nd3+ and Er3+ were determined in the range 0- 
30000 cm"1 applying the optical techniques mentioned above at different temperatures. For the 
Er2Ba(Ni,Cu)05 material, the 4Ii3/2-

4Ii5/2 transition with the well known 1.54 (jm luminescence 
is strongest. The photoluminescence of the Nd2Ba(Zn,Cu)05 compound is dominated by the 
emission from the %,2 state to the 4Ii5/2, 

4
IB/2, 

4
II 1/2 and %a multiplet. However, more zero- 

phonon lines (ZPLs) were observed for Nd2Ba(Zn,Cu)05 than expected in the simple crystal- 
field picture. This indicates that either other phases are present in the crystal or that the rare- 
earth is also incorporated on other sites. 

Introduction 
The crystal-field levels of the 4f electrons of rare-earth ions introduced as dopants into a solid 
matrix have been studied extensively. Then electronic wavefiinctions are strongly localized, but 
nevertheless influenced by the electric and magnetic order in the host crystal. Their study in 
high-Tc superconductors, where the rare-earth ion is a part of the crystalographic unit cell, has 
become of increasing interest [1]. The aim of this paper is to study compounds which have a 
crystal structure and composition similar to that of high-Tc superconductors and determine the 
properties of the rare-earth element and its environment. 

Compounds like R2BaM05 (R=rare-earth element, M=Cu, Ni, Zn) crystallize in four different 
structures depending on the rare-earth ionic radius and the transition metal M. The group 
Er2BaM05 is orthorhombic with space groups Pnma (for M=Cu) and Immm (for M=Ni). The 
second family Nd2BaM05 (M denotes Cu and Zn) is tetragonal, the space group is I4/mcm (for 
M=Zn) and P4/mbm (for M=Cu). The latter structures contain R-0 layers separated by slabs 
consisting of isolated MO4/MO5 tetrahedral/orthorombic units except for Er2BaNi05 

containing chains of Ni06 flattened octahedra. Ba atoms are arranged between the octahedra 
[l]-[4]. Most of the components with the composition R2BaCu05 have an orthorhombic 
structure described by the space group Pbnm [2]. Er2BaCu05 has Pnma structure and is the so 
called green phase. Er is incorporated at two crystal sites of Er2BaCu05 with a environment of 
seven oxygen atoms. There are two sets of Er states with all degeneracies Iiftet due to the 
crystal sites [4]. All of these components are insulators. 

In this study we focus on Raman and photoluminescence (PL) spectra of these perovskites in 
external magnetic fields (0-15 T). In addition, Fourier-transform spectroscopy (FTIR) was 
used to investigate the 4F-ground multiplet of Nd2BaM05. 
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Experiments 
The samples were polycrystalline pellets obtained by solid-state reactions. In connection with 
PL, crystal-field Raman scattering is a powerful tool to obtain information on the crystal-field 
levels. The combination of these experimental methods allows the determination of the crystal- 
field levels of the rare-earth elements as well as the phonon energies of the host compounds. 
We measured Raman and PL spectra at different temperatures in the range 1.5-20 K in 
magnetic fields of 0-15 T. For that we used a split-coil magnet based on a superconducting 
NbSn-coil in Faraday configuration. The split-coil magnet was prepared for Raman scattering 
by using a special optics to focus the laser beam down to a spot diameter of ~10[xm and for 
collection of the scattered light. The Raman spectra were taken at various excitation energies 
of an Ar+/Kr+-Laser. The spectra were recorded with a triple-grating Raman-spectrometer 
(Dilor XY800). PL spectra were detected with a cooled Ge-photodiode. 

Results and discussion 
Er2Ba(Cu,Ni)05 has a complex crystal-structure. Phonon frequencies of Er2BaNi05 were 
previously measured by de Andres et al. [4]. Raman data for Er2BaCu05 have not been 
published so far, but comparable phonon energies can be found in Ho2BaCu05 [5]. All 
investigated Raman spectra of Er2Ba(Cu,Ni)05 show a large number of intense lines in the 
range up to 1000 cm"1. Due to the use of various laser lines, Er-PL and Raman lines can be 
distinguished. Furthermore, two different types of Raman-lines were observed, namely 
phonons as well as crystal-field related peaks. In order to separate between these two different 
scattering processes, a magnetic field can be applied. Crystal-field Raman transitions show the 
characteristic Zeeman splitting of ground and excited state of the rare-earth element, whereas 
no Zeeman effect is observed for the phonon peaks in the Raman-spectrum. In the PL spectra, 
many of the 4f transitions within the rare-earth elements are observed. Because of the weak 
phonon coupling of the rare-earth elements, only crystal-field transitions without phonon 
sidebands can be seen in PL spectra. 

In Fig. 1 the Raman spectra for Er2BaNi05 for two laser lines are shown. Because of the 
superposition of PL and Raman-lines in the spectra, Raman measurements were performed at 
three different laser wavelengths (488, 501 and 514 nm). At laser wavelengths of 488 and 
514 nm phonons and Raman-crystal-field transitions are superimposed by strong PL of higher 
crystal-field states which is not the case for excitation at 501 nm. At 21139 cm"1 a resonant PL 
could be observed with 514 nm excitation. Comparing all Raman spectra, the phonon and 
Raman-crystal-field lines of Er3+ in Er2BaNiOs could be determined. The intensity of the five 
observed crystal-field Raman peaks is very weak compared to the phonon peaks. Only four 
phonons could be identified. Thus, we could not verify all of the results of Ref [4]. Possibly, 
some PL-peaks were misinterpreted as phonons. Finally, we observe a slightly different phonon 
energy for the Ag mode at 548 cm"1 instead of 539 cm"1 [4]. Together with the PL experiments 
the crystal-field levels within the 4Ii5/2 ground state could be identified (Table 1). The PL 
measurements for Er2BaNi05 show only three peaks at 6389, 6460 and 6473 cm'1 (Figure 2). 
The peak at 6460 cm"1 has the highest intensity. The two high-energy peaks split with 
increasing magnetic field whereas the one at 6389 cm"1 broadens and vanishes. Therefore, there 
are two excited states 13 and 84 cm"1 above the lowest state in the 4Iis/2 multiplet. For a 
classification of the transitions see table 1. 
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Figure 1: Raman spectra of Er2BaNi05 excited at 501 and 514 nm. The energy of the 
crystal-field levels are labeled on top by their frequency, the phonon energies and their 
symmetries are given below the curve. Other peaks are due to the superposition of Er- 
luminescence. 

43 
c 
3 

(A e 
M 

Er2BaNi02 
o 

X.exc=647nm 

T=2K, B=1.5T 

63
89

 

I 
\ 

A X30 

I , 

A^f y^ mmiL J I 
13 

■^  

i 

84 
i 

6350 6400 6450 6500 

Wavenumber(cm"1) 

Figure 2: PL spectra of 4I15/2 crystal-field levels in Er2BaNi05, excited with the 647 nm 
laser line of Kr+ at a temperature of 2 K and a magnetic field of 1.5 T. The two low-energy 
emissions corresponds to excited states of the %5n ground state multiplet at 13 and 84cm"1, 
respectively. 
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Figure 3: PL spectra of Er2BaCu05 excited with the 647 nm laser line of Kr+ at a 
temperature of 2 K in a magnetic field of 0.5 T. The low-energy emissions corresponds to 
excited states of the two 4Ii5/2 ground state multiplets. 

Due to the two crystal sites of Er in Er2BaCu05, the Raman spectra are much more complex 
than those of the nickelates. Based on a comparison with the phonon energies of Ho2BaCu05 

and Y2BaCu05 most peaks could be identified as atomic vibrations (Cu, 0(1), 0(2)). Due to a 
similar atomic radius and weight and equal symmetry of the host crystals, this transfer of 
Raman data between Ho2BaCu05 and Er2BaCu05 within the bounds of error of ±4 cm"1 is 
permissible [5]. Crystal-field lines are identified by line splittings and broadenings in a magnetic 
field or in comparison with the PL spectra. The PL spectra of Er2BaCu05 show peak 
structures in a range between 6100 and 6550 cm"1 (see Fig. 3). About 20 peaks can be seen 
easily. All of them are broadened or split in a magnetic field. Eight of the expected sixteen 
crystal-field levels of the 4Ii5/2 multiplets could be determined. However, a reliable assignment 
of the observed crystal-field transitions to the crystal site is not possible up to now. For 
Er2BaNi05 five crystal-field levels could be identified. Overall, Er3+ shows a more intensive PL 
in the cuprate than in the nickelate. 

For Nd3+ in Nd2BaZn05 a calculation of the crystal-field transitions exists [6]. Therefore, we 
expect transitions to the 4I-groundstates in the spectral range of 0-7000 cm'1. Crystal-field 
transitions of Nd2BaCu05 can be expected in the same range because of a similar environment 
of the Nd3+. Raman data were published by M. V. Abrashev et al. [2]. We performed Raman 
scattering and PL measurements in various magnetic fields and Fourier spectroscopy on 
Nd2Ba(Zn,Cu)05. In figure 4 a PL spectrum of Nd2BaZn05 is shown. The 4F3/2-4In/2 transition 
was chosen as an example. Similar PL spectra were detected for the 4F3/2-4l9/2, -4Ii3/2, -4Ii5/2 
transitions, respectively. About 14 peaks are observed (Fig. 4). The classification is similar to 
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that of the Er compounds. Here, the thermal excitation of the 4F3/2 doublet can be seen in the 
thermalization of lines of the "ina-multiplet with an energy difference of 60 cm"1 (1 and 2, 7 
and 8, 11 and 12). All crystal-field levels of Nd3+ in Nd2BaZnOs could be identified, and most 
of Nd2BaCu05 [3]. 
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Figure 4: PL spectra of Nd2BaZnOs measured at various temperatures between 5 and 
150 K. The spectral range corresponds to transitions from 4F3/2 to 

4In/2. Odd numbers denote 
the transitions from the lower 4F3/2 level to the 4In/2 multiplet, those from the upper level are 
marked with even numbers. As shown in the inset, ß = 60 cm"1 is the gap of the 4F3/2 doublet. 

Excellent agreement of the measured energy levels with the calculations is obtained. Additional 
lines are observed in Nd2BaZn05, compared to the crystal-field calculations. This is a hint for 
another phase present in the host crystal or another crystal site at which the rare-earth is also 
incorporated. Investigations on monocrystalline samples of different phases should clarify this 
point. 

Summary 
The optical properties of the perovskite crystals investigated here are dominated by the rare- 
earth element in the unit cell of the host crystal. For Er2BaNi05 five crystal-field levels of the 
Er3+ (4Ii5/2) ground state multiplet were identified, whereas for Nd2BaZn05 all crystal-field 
states have been determined. The observed crystal-field levels of Nd2BaZn05 are in exellent 
agreement with finestructure calculations of Taibi et al. [6]. A proper group theoretical 
classsification of crystal-field lines is not possible without polarized PL measurements on single 
crystals. 



1594 Defects in Semiconductors - ICDS-19 

Nd2BaZn05 Er2BaNiOs                                     | 
CF Expt. 

(cm1) 
Calc. 
(cm1) 

Raman 
488 nm 

Raman 
501 nm 

Raman 
514 nm 

PL CFPL 
Phonons 

4r 0 -5 0 0 0 0 CF 
65 70 13 CF 

216 243 
288 336 84 84 84 84 CF 
455 493 118 118 118 B3K 4T •11/2 1928 1916 134 134 134 CF 
1985 2026 153 PL 
2007 2038 171 171 171 \ 
2117 2148 218 PL 
2170 2204 238 PL 
2233 2254 259 PL 

4T '13/2 3865 3848 290 PL 
3928 3973 307 308 B2R/B3K;2 ? 
3942 3987 324 325 325 CF 
4050 4102 381 PL 
4133 4133 394 PL 
4200 4209 ? 433 433 CF 
4220 4263 440 PL 

4I M5/2 5719 5779 448 449 449 B3K,1 
5785 5911 463 PL 
5840 5972 479 PL 
5895 6076 497 PL 

6232 524 PL 
6100 6310 547 548 548 \,1? 
6284 6366 576 PL 
6361 6429 637 PL 

645 PL 
657 PL 

Table 1: Classification  of the  4Ii5/2-crystal-field  levels  (CF),  phonons  and  photo- 
luminescence (PL) of Er2BaNi05 and 4I-CF levels of Nd2BaZnOs. 6 of 8 multiplets of the 4Ii5/2 

multiplet have been identified for Er2BaNi05. For the PL emissions, energy differences to the 
highest energy ZPL are given. All energies are given in cm"1. 
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Abstract. We have considered defect-related Auger excitation and de-excitation of erbium 
ions in semiconductor matrices assisted by multiphonon transitions. The results are applied 
to explanation of temperature quenching of erbium luminescence in AlGaAs and amorphous 
silicon. 

Introduction. 
Rare earths (RE) are extensively used as dopants in laser active media. The hopes to use 
semiconductors to achieve electrical pumping of RE centers inserted in semiconductor 
matrices attracted much attention to these materials (see [1] and references therein). Erbium 
is especially promising among RE since it emits light with 1.54 urn wavelength corresponding 
to an absorption minimum of silica glass optical fibers. On introduction of erbium into 
semiconductor matrices, three of its electrons are spent on formation of valence bonds, 
therefore the erbium ion occurs in a three-valent Er^+ state with the ground 4f'' (4I j 5/2) 
state. The emission at 1.54 urn wavelength arises from internal transitions in the 4f-shell of 
Er^+ from the first excited ^*I 13/2 to tne ground ^1 ] 5/2 state. We should like to stress that the 
energy levels of the f-states of RE ion are located well below the valence band edge of the 
semiconductor (by ~ 10 eV). Since the average radius of the incompletely populated 4f-shell 
is small, strong screening of the f-orbitals occurs by the outer populated electronic shells with 
5s25p6 configuration. This results in a comparatively weak effect of the crystalline field of the 
semiconductor matrix on the f-f transitions leading to a relative independence of the position 
of the erbium PL lines on the pumping intensity, temperature, and nature of the matrix. 

There is a strong evidence that erbium ions in semiconductor matrices are excited not by 
direct absorption of pumping light but via interaction with the charge carriers. The energy 
transfer from them to the f-electrons is produced by Coulomb interaction. In principle, there 
are following possible ways of electronic excitation of the f-states: impact excitation by 
mobile carriers, or various Auger processes: for example, Auger excitation in the 
recombination process of band electron-hole pairs or excitons, and an Auger process in 
which the electron (or hole) is captured in a localized state in the forbidden gap. The excess 
energy released in electron transitions is transferred to the phonon system and/or to a third 
particle (electron or hole). It was shown that impact excitation was responsible for 
electroluminescence in Er-doped silicon diodes biased in the reverse direction [2]. The 
probability of impact excitation of erbium ions was calculated in [3]. There exists an evidence 
that exciton mechanism is important for erbium ions in crystalline silicon [4]. 

Here we consider Auger excitation and de-excitation processes assisted by multiphonon 
transitions. The carriers captured by defects play an important role in this case since electron- 
phonon coupling is stronger for localized states than for free carriers. We shall treat this 
problem by the example of Er-doped AlGaAs and amorphous silicon. We shall demonstrate 
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that the temperature quenching of erbium luminescence can be explained by competition of 
Auger excitation and multiphonon nonradiative processes. 

Auger excitation and de-excitation of erbium ions in AlGaAs. 
Based on experimental results on erbium photoluminescence in AlGaAs [5], the following 
model of excitation of the erbium ion 4f-shell was suggested. The pumping radiation 
generates electron-hole pairs in the erbium-containing AlGaAs region. Holes are quickly 
captured by the hole traps Dc, Db, and Da induced by erbium at the cation sites and 
interstitials. Recombination of a free electron and a hole captured by the trap can be 
radiative, nonradiative multiphonon capture of a free electron, or Auger capture of an 
electron with excitation of the 4f-shell of an erbium ion (Auger excitation). In the latter case 
the main part of the recombination energy is transferred to the erbium ion to excite the f-shell 
via Coulomb interaction. The corresponding transitions are shown in the configuration 
coordinate diagram of Fig. la (processes 1, 2, and 3). In this diagram adiabatic potentials of 
the unpopulated defect (lower parabola) and that of the system formed by the defect with a 
captured hole and a free electron in the conduction band (upper parabola) are shown. The 
dotted line indicates the adiabatic potential for the intermediate (virtual) state of the Auger 
excitation process when the transition in the electron system has already occurred but the 
lattice has not yet readjusted. For each of the transitions (1, 2, and 3) the unpopulated defect 
occurs at first at the excitated vibrational level and the transition from this level to the 
equilibrium vibrational state proceeds by emission of local phonons. Since emission of local 
phonons is a fast process, the total probability of the transition is determined by the first 
stage of the process. 

The probability of the radiation process (process 1) is only slightly temperature dependent. 
The main contribution into the temperature dependence of the probabilities of the processes 
2 and 3 occurs because of the existence of energy barriers e2b and e3b which control 
multiphonon processes determining the readjustment of adiabatic potentials. Such 
readjustment occurs by thermally activated tunneling of the defect in the configuration space. 
The temperature dependence of the probability of the thermally activated tunneling 
involved in the multiphonon nonradiative capture (process 2 in Fig. la) is given by the 
expression: 

W2=W2°exp(-p2) (1) 

\e  , i + Vi+f 1 - + lr      v 

2 

ftco„ ,_,„ 
0 =—p- ■  (lb) £= —     (lc) 

KBT     
K   ' 9    eTsh{9ll)    V   ' 

Here Ae= eT- sL is the difference of energies of thermal excitation and defect luminescence, 
hap the energy of local phonon, kB the Boltzmann constant, and Wl is assumed to be 
constant. For the temperature dependence of the Auger excitation we shall obtain 
correspondingly: 

r3 = ^30exp(-^) (2) 
where <pi is determined by the expression (la) where we should replace er by er - eff. and 
the same procedure we should apply to the formula (lc) for £. The energy eff. corresponds 
to the excitation energy of f-f transition in the erbium ion. 

The height of the barrier for the readjustment of adiabatic potentials assisting the Auger 
excitation process 

A- |+hiyp--VFT7+fCaiig)[-i. (la) 
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Fig. 1. Configuration-coordinate diagram demonstrating excitation (a) and de- 
excitation (b) of erbium ions in AlGaAs. The lower parabola corresponds to the 
adiabatic potential of unpopulated defect. The upper parabola corresponds to the 
adiabatic potential of a system formed by the defect with a captured hole and a free 
electron in the conduction band. The intermediate line indicates the adiabatic 
potential for the intermediate state of the Auger process when the transition in the 
electron system has already occurred but the lattice has not yet readjusted. In Fig. 
(a) process 1 is a radiative capture of an electron by the defect, process 2 is a 
multiphonon nonradiative capture, process 3 is an Auger excitation of erbium ion. 
Here EL is the luminescence energy of radiative transition, ej is the energy of 
thermal ionization, As = ej - er^ , 82b anc^ E3b are tne energy barriers for 
readjustment of adiabatic potentials in the case of multiphonon capture and Auger 
excitation, respectively. In Fig. (b) eff is the excitation energy of f-f transition in 
the erbium ion, ea is the activation energy for the de-excitation process, C41, is the 
energy barrier for readjustment of adiabatic potentials in the case of de-excilation 
process. 

(gr - er - As)      (eL - eff) 

4A5 4Af 
(3) 

is higher, the larger is the difference between the energy of the f-f transition and that of the 
defect PL eL (see Fig. la). Therefore, the probability of the Auger excitation increases on the 
approach of the energy of defect PL to the excitation energy of the f-f transition (resonance 
condition). 

In the wide-gap AlGaAs alloy the excitation process proceeds via upper states. In this case 
the reverse process of de-excitation of erbium ions from the lowest excited state ^1) 1/2, the 
initial state of 1.54 urn radiative transition, should be negligible. However, de-excitation 
processes from the upper excited state to which the f-electron is excited in the Auger process 
can be important. The corresponding probability increases drastically for resonance 
conditions. In Fig. lb the diagram of de-excitation process is shown. The dotted line indicates 
the adiabatic potential of the virtual state when the electron transition has already occurred 
but the lattice has not yet readjusted. The de-excitation process consists in a transition of an 
f-electron of the erbium ion from the excited to the ground state and a simultaneous 
generation of an electron-hole pair: a free electron appears in the conduction 
band while the hole is localized on the defect. If the energy of pair generation exceeds the 
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energy of the f-f transition (see Fig. lb) the energy deficit is compensated by the lattice playing 
the role of a thermostat. Thus, the de-excitation process is characterized by an activation 
energy sa = sT- sff,. The temperature dependence of the de-excitation process would be 
determined by this activation energy and also by thermally activated tunneling under the 
corresponding barrier with the height      % = % = sT - sfr  controlling the readjustment of 
the adiabatic potentials (Fig. lb). As a result the temperature dependence of de-excitation 
probability will be given by the formula 

^ = ^exp[-^f-ftj (4) 
where W4° is again assumed to be independent of the temperature. We can see that realization 
of the resonance condition favorable for the excitation process also enhances de-excitation. 

In the case of excitation of erbium via shallow traps the temperature quenching of erbium PL 
could be also controlled by the thermal depopulation of shallow defect levels. In the case of 
excitation via deep defects Da the temperature quenching is no more determined by the 
thermal depopulation of the Da level. We assumed that in this case the temperature 
quenching of erbium PL is controlled by a competition between the Auger-excitation and 
multiphonon nonradiative capture , i.e. by the ratio W} IWl. In Fig. 2 a comparison is done 
between the ratio W3 /Wz calculated from the formulae (l, 2) and experimental data on the 
temperature quenching of the erbium PL a line at 1.54 urn (points). In the calculations we 
assumed that excitation occurs to the ^*I 11/2 state (with the transition energy sff,= 1.26 eV). 
For the energy of local phonon we used the value hcop = 45 meV which is close to the energy 

of optical phonon in AlGaAs. The energies eT and AE were used as fitting parameters. The 
best fit was obtained for eT = 1.5 eV and Ae = 0.2 eV (Fig. 2). 

Analysis of eqs.(l) shows that the probability of the multiphonon process decreases with the 
rise of the thermal energy sT . This result can be easily seen from the configuration diagram 
(Fig. la). On the rise of eT the height of the potential barrier for multiphonon transitions 

4As 
increases. This means that the temperature quenching of erbium PL induced by an excitation 
via deep defect level will be reduced on increase of the width of the bandgap. The weakening 
of the temperature quenching of erbium PL for the semiconductors on increase of the 
bandgap is known. However, up to now no explanation of this fact was proposed. 

Erbium ions in amorphous silicon. 
Recently strong photo- and electroluminescence were observed at room temperature in 
erbium-doped amorphous hydrogenated silicon, a-Si:H(Er) [6]. Experimental results [6] show 
that introduction of erbium into amorphous hydrogenated silicon, a-Si;H(Er), leads to 
rupture of the silicon bonds and formation of D-defects in concentration on the order of 1018 

cm-3. Basing on experimental results obtained, a defect-related Auger excitation (DRAE) 
mechanism was suggested in which a D° + e —> D" transition for a dangling-bond D-defect is 
accompanied by an excitation of f-electron of erbium ion from 4115/2 to 4113/2 state. In 
amorphous matrix the mobile carriers excited into conduction or valence band are fastly 
thermalized into band tails, therefore, their capture by defects occurs from localized rather 
than extended electronic states. We have calculated the probability of the DRAE process 
which is given by 
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Fig. 2. A comparison of temperature dependence of intensity of erbium 
luminescence in AIGaAs with theoretically calculated ratio W3/W2 of probabilities 
of the Auger excitation and multiphonon capture. 
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Fig. 3. A comparison of temperature dependence of intensity of erbium 
luminescence in amorphous silicon with theoretically calculated ratio W3/W2 of 
probabilities of the Auger excitation and multiphonon capture. 
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WJ«0> =    27      2 ,    .  4, nrf=eXPrgar' MeXPl — I (6) 

oo \      B 
where rf/y denote dipole moments of transitions in the f-shell of erbium ion, «-"'the 
localization radius of the electron on a defect, a the localization radius of a state in the 
conduction band tail, ap the local phonon frequency, R0 the distance between the electron in 
the bandtail and the D center and 6X the high frequency dielectric constant. As the activation 
barrier sac for the DRAE process is small, we have written Eq.(6) for the case when 
multiphonon process occurs via activation. Calculation shows that the DRAE process is 
more effective than the radiative electron capture by a factor of 7. In our calculations we used 
the  following  parameters:   eopt =1.05   eV,   ^=0.85   eV  and   Ticop& 50   meV.   The 

temperature dependence of the ratio Wi/Wl is compared in Fig. 3 with the temperature 
dependence of the intensity of erbium luminescence. From the similarity of both curves we 
conjecture that temperature quenching of the erbium luminescence is controlled by the 
competition of Auger excitation and multiphonon nonradiative capture of electrons by D° 
defects. 

Conclusions. 
In conclusion, we have calculated the probability of defect-related Auger excitation and de- 
excitation of erbium ions for AlGaAs and amorphous silicon assisted by multiphonon 
transitions. We have demonstrated that the temperature quenching of erbium luminescence in 
these materials is controlled by competition of Auger excitation and multiphonon 
nonradiative capture. 

This work was partially supported by AFOSR (F49620-94-1-0390), DARPA (DAAH04-95-1- 
0612), NSF Lightwave Technology (ECS9421517) and International Programs, the Russian 
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Abstract. 
A mechanism is proposed by which inverse distribution of Er3+ /-electrons can be created in 
semiconductors with quantum wells. It is shown that, if the electrons are localized in quantum 
wells, the Coulomb excitation of Er3+ /-electrons by electrons of the semiconductor has resonant 
nature. The double Coulomb excitation of /-electrons, /15/2 -*Iu/2 and Il5/2 -»/i3/2> produces 
electron population inversion for the I13/2 level. A possibility is demonstrated of developing a 
laser with wavelength A = 1.54 ^m based on Il3/2 —>ii5/2 transitions. 

Introduction. 
Recently much interest has aroused in studying the impurity photoluminescence of rare earth 
(RE) elements in semiconductors [1, 2]. Attention is attracted to the greatest extent by inves- 
tigations of Er3+ luminescence in the semiconductors A3B5 and Si, aimed at designing a laser 
with the wavelength A = 1.54 /mi (the transition AIX3/2 ->

4/i5/2) [3-6]. However, the mechanism 
by which population inversion is created for /-electrons and stimulated emission occurs still 

remains unclear. 
The Auger recombination is known to be a primary mechanism of /-/ luminescence ex- 

citation in a forward-biased p-n junction, while under reverse bias the key role is played by 
impact excitation of the /-shell. Despite certain advantages of the impact excitation mecha- 
nism (here, in particular, is meant the possibility of exciting transitions from the ground state 
into various excited states at a sufficient energy of hot carriers, with no need to have electron 
and hole levels localized at the RE center and having an energy separation in resonance with 
the /-/ transition), it seems highly improbable that a laser could be developed on the basis of 
a reverse-biased p-n structure. The primary reason for the lack of lasers based on f-f transitions 
and utilizing the above-listed ways of excitation is, in the first place, the impossibility of creat- 
ing a population inversion for carriers on the /-level of Er3+ - J13/2. As is known, population 
inversion can be created for carriers on the I2 level in a three-level system (Ii,I2,h) provided 
that the lifetime of a carrier on level I3 is much shorter than that on the I2 level. In the case 
of Ei-3+ the lifetime of a carrier on the level ln/2 is of the same order as that on the level 
ii3/2, despite the fact that here we have a three-level system (47i5/2,4713/2,4/11/2). Therefore, 
in exciting Er3+ by the above conventional way we can only equalize the occupancies of the 

ground (/15/2) and excited (h3/2) states. 
The aim of this paper is to put forward a possible mechanism by which population inversion 

can be created for /-electrons in Er3+ ions placed in a heterostructure with quantum wells 
(QWs). We are going to consider simultaneous Coulomb (Auger) excitation of the transitions 
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ha/2 —* Ai/2 and 4/15/2 —+4/i3/2 in a forward-biased p-n junction. 

Double Coulombd excitation of Er3+ /-electrons in QWs 
The essence of the new approach described here is as follows. Consider an £V3+-doped het- 
erostructure with QWs of two types having different effective forbidden gap widths: Ee{f = 1.24 

eV and EeJf = 0.8 eV (Fig. 1). Erbium is distributed both over the region of QWs and over that 
of barriers. However, according to recent experimental studies [7], in strained structures Er3+ 

is commonly located at the interface. Two types of QWs were chosen so as it would be possible 
to excite simultaneously the transitions 715/2 - ln/2 (excitation energy E\) = 1.24 eV = E^1) 

and /,5/2 - 713/2 (excitation energy E\x = 0.8 eV = EeJf). Nonequilibrium elections and holes 
are produced in the QWs by injection. Recompiling, the electron-hole pairs may excite an 
/-electron of the impurity center via Coulomb interaction (Auger excitation). In the process, 
the electrons and holes, localized in the wide gap QW (££, ), excite via the Auger process the 

transition /15/2 - In/2, and electron-hole pairs, localized in the narrow gap well (Ee
g(
f), Auger- 

excite the transition A5/2-A3/2 (see Fig. 1). It is of fundamental importance that: (1) such an 
excitation has resonant nature, being, therefore, temperature insensitive; (2) the excited levels 
4In/2 and 4/i3/2 are populated simultaneously. The transitions of additional electrons from the 
[hi/2 level to 4/I3/2 make the latter (i.e., the level 4/i3/2) "»ore populated than the level 4/i5/2, 
giving rise to population inversion for the level 4/13/2 with respect to the ground slate 4/i5/2. 
Of significance here is the part played by QWs in creating population inversion for /-electrons. 

J'ig.1 Double Coulomb excitation of/-electrons. I15/2 -► lH/2 and I15/2 ->■ I13/2, by Auger process 
Arrows show the possible quantum transition under Auger excitation. 

As shown in our previous works (see [8, 9]), Coulomb excitation of /-electrons by an electron- 
hole pair localized in a QW is more effective than a similar excitation in the bulk semiconductor: 
(i) varying the QW width a, one can always select an effective E^(a) value, such that it be 
equal to the energy of Auger excitation of /-electrons, E{x (resonant Coulomb excitation of /- 
electron); (ii) owing to the localization of the electron in a direction perpendicular to the QW, 
the overlap integral /,./,, entering into the rate of Coulomb excitation of /-electron, increases ; 
(iii) the existence of a heteroboundary also increases the overlap integral for the transition of 
an election from the initial to the excited stale in an impurity center [8, 9]. This follows from 
the fact that the presence of a heteroboundary reduces the symmetry of the intracrystalline 
field. As a result, slates of other parity are added to /-states, which in the end allows dipole 
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f-f transitions previously forbidden for parity reasons [10, 11]. 
We now proceed to a qualitative and quantitative investigation of the mechanism of Coulomb 

Auger excitation of /-electrons in Er3+. Here a simultaneous excitation of the transitions 
4hs/2 -*4hi/2 allfl 4hs/2 —>4^i3/2 is concerned. It will be shown below that in calculating the 
Auger excitation rate there is no need to use an explicit expression for the wave function of 
/-electrons localized on an impurity center. It suffices to know the dipole matrix element for 
the optical transition between the ground state and an excited state in such a center. The wave 
functions of carriers in the QW will be calculated in the framework of Kane's model [8, 9]. 

The rate of Coulomb excitation (Auger excitation) of an /-electron by an electron-hole pair 
in a QW can be calculated in terms of the perturbation theory to a first order in electron- 
electron interaction: 

G = '^N, £ |Af|26(ü?i + E3 - E2 - E4)f^. (1) 
1,2,3,4 

Here AT/ is the 3D concentration of /-electrons in the Er3+ center; /| and /£ are the Fermi 
distribution functions for electrons and holes in a QW; Ei, E3 are the initial, and E2, E4 the final 
states of electrons in the center and the well, respectively, with the hole state "4" considered as 
final state "3" for an electron. The matrix element of Coulomb interaction between an electron 
localized in the impurity center "1" and an electron from the QW "3" can be expressed as 

r°,lows: A      2 «1 

M = —I ^\\h2WA-^ (2) 
K0   J   (2fl-)3 q2 

where 

In(<l)   =   J 4>lc(r)xl>2c(r)eifr d\ 

(3) 

U~q)   =   Jr3c(r')^k(r')e-Ull-'d3r', 

q is the momentum transferred in the Coulomb interaction of the electrons; K0 is the permit- 
tivity of the medium; and ipi(r) are the wave functions of the particles, calculated in terms of 
multiband Kane's model [8, 9]. Note that the quantity Iu(q) is proportional to the overlap 
integral of electron states in the impurity center. Similarly, I34(q) is proportional to the overlap 

integral of electrons and holes recombining in QWs. 
Resonance /-electron excitation occurs in those cases when the energy separation of electron 

and hole size-quautization levels Ee/ = Eg + E0c + Eoh (where E0c and Eoh are the energies of 
ground size-quantization levels of holes and electrons) is exactly the same as that of the ground 
and excited states of an /-electron E[x (Fig. 1). This mechanism of Coulomb excitation of 
/-electrons possesses a remarkable property: it provides a means to control the condition of 
resonance by varying the QW width « and composition, E\s depending on a through E0c and 

Eol, 
The wave functions of electrons and holes in the QW are a superposition of band states 

of s- and p-type: :*(r) = w(r)|s > +v(r)|p >, where w(r) and v(r) are smooth envelopes 
of Bloch functions, found from Kane's equations [8, 9]. The overlap integral for electrons and 
holes in the QW I34 can be expressed in terms of w and v by 

/+oo . 
(«Su4 + v;v4)e*to,rda;, (4) 

-oo 

where q3 and q,, are the momenta of electron and hole in the QW plane. Using Kane's equa- 

tions [8, 9], we get 
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1 
u*3u,i + v*3v4 = — — div S34, (5) 

Ej4 — ti3 

where: 
S3,i = «7 («3V4 + u4v*3), 

7 is Kane's matrix element. Substituting (4) and (5) in (2) and integrating with respect to qx, 
we obtain 

M = -*-T4 \V^-A f'-^divS* dx Ko EgJJ { |q3<|      J 

+u/I2 J sign xe-^d^div S34 dx\ , (6) 

where di2 = (e/f2, d['2), q3,, = q3 - q,,, v,, = (vj,v]j), sign a; = 1 for x > 0 and sign a; = -1 for 
x < 0, d12 = / d3r$*l(r)rty2{r) is proportional to the dipole matrix element for the transition of 
an f-electron from the ground state "1" into the excited state "2" in the Er3+ impurity center. 
In deriving (6) we kept used the following approximation: /12(g) ~ Jqdi2- This is justified since 
qr « qT/n = (T/E£x)

1/2 < 1, where qx = (2mcT/h2)1/2 is the thermal momentum of electron, 
K_1 = (2mcElx/h )-1'2 is tlie characteristic length of /-electron localization on the impurity 
center, mc is the electron effective mass. Performing integration with respect to a: in (6), we 
get for the squared modulus of the matrix element 

2 

i"M —) M "2 
«0 /   '   - {£%")* 

where : 
r(a\~ {      (du3\ k4x 

\2J ~     (8«)1/2 V dx )x=a_ k\x + (q3 - q4)
2' 

(?)        --(-)1/2' V dx j     a a \aj 

k4x is the heavy hole wave vector component in the direction perpendicular to the heterobound- 
a.ry, a is the QW width. As follows from (7), the matrix element for the Coulomb excitation 
of /-electrons depends on the QW width a via the overlap integral I34, with |Af|2 oc a~*. 
Such a dependence of \M\2 on the QW width follows from the fact that, according to (7), 
I34 oc (du3/dx) v4; v4 oc a-1/2, (du3/dx) oc a-3/2. Consequently, I34 oc a-2. Further, we sub- 
stitute the expression (7) derived for the matrix element into (1). Performing summation over 
initial and final states of the particles, we obtain the rate of Auger excitation of /-electron 

G = 8*!f (ßj^ ^XlJd^N, nP exp (Se/T). (8) 

Here EB — mc e4/ 2ft2«;2, is the Bohr energy of electron-electron interaction, n and p are the 
two-dimensional concentrations of electrons and holes, ro/, is the effective mass of heavy holes, 
A^ = ft/(2mc£|')1/2, fc = Es

ex - Ee/ > 0, E0c = ft27r2/(2?7ica
2). Since the E\s value can be 

controlled by varying the QW width a and composition, the true resonance can be approached 
(<5e -> 0). Here we set : Se < T, so that: exp(Se/T) ~ 1. 

Discussion. 
The inverse time of Coulomb excitation of /-electron 1/r = G/Ni is proportional to the quantity 
di2- In addition, 1/r strongly depends on the QW width, 1/T oc a~A. It should be noted 
that expression (8) can be used to evaluate the Coulomb excitation of the two transitions 
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4J1Sß —y4Iu/2 and 4/j[5/2 ->4Ii3/2- For both of these the frequency of Coulomb excitation of 
/■-electrons T

-1
 ~ 109 - 10los_1. To evaluate T

-1
, we used the following parameters for the 

QW based on InGaAsP/lnP: mc = 0.04m0, mh = 0.4m„, a = 70 Ä, Ee/ = 0.8 eV, n = p= 1012 

cm-2, du = 10-7 cm. The characteristic time of spontaneous radiative recombination of /- 
electrons in Er3+, TJ ~ 10~3 - 10-4 s, is by many orders of magnitude longer than the time 
of their Coulomb excitation T, i.e., rs > r. Consequently, the given mechanism of Coulomb 
excitation of /-electrons is rather efficient. Even in the case when the Er3+ concentration TV/ 
exceeds the concentration of electron-hole pairs by several orders of magnitude, all erbium ions 
will be excited. Apparently, for the Iu/2 ->/u/2 transition to be excited, heterostructures 
should be used with barrier height exceeding 1.3 eV. 

The InP/liisGa^AsyPi-y/InP heterostructure is the most suitable for creating population 
inversion for /-electrons by the above method. A resonator can be easily fabricated in such 
a structure. For lnj;Gai_x.AsyPi_y QWs, the compositions x and y are selected so that, at a 

given QW width a, Ee
g{ = 1.24 eV for one pair of x and y values and EeJ2 = 0.8 eV for the other. 

It should be noted that high erbium concentrations N > 1019cm~3 cause heterobound- 
ary smearing in perfect superlattices of the type AlGaAs/GaAs [12]. Therefore, strained 
InP/InGaAsP structures should be used, as noted in Ref. 7. The optimal lasing structure 
must contain several QWs with Ee

g{ = 1.24 eV and several wells with Ee
g{ = 0.8 eV. The QWs 

with Eg{ must be arranged symmetrically about the middle of the waveguide (the X-axis) (see 
Fig. 1). Such an arrangement of QWs corresponds to the maximum gain gj for the /-radiation. 

In order for the /-radiation not to be absorbed in a QW with Ee
g( = 0.8 eV, one should 

create a concentration of electrons and holes such that the coefficient of intraband absorption a,- 
be less than the losses associated with the mirrors l/L In (l/R), where L is the resonator length, 
and R is the reflection coefficient by power. This means that in a QW with Ee

g{ = 0.8 eV, the 
carrier concentration should be close to the transparency threshold (ntr ~ 1012 cm-3). At these 
electron and hole concentrations, the Auger excitation of /-levels, 7u/2 and /i3/2, is so strong 
that it corresponds to a high gain for /-radiation gj > l/L ln(l/R). This means that, as 
soon as the condition gj = l/L hi (l/R) + a,- starts to be fulfilled, generation of /-radiation is 
initiated very abruptly. It is significant that, if the inversion threshold is achieved in a QW with 
Eglf — 0-8 eV, this suppresses practically entirely inverse Auger excitation of electrons in the 
QW by /-electrons. The estimates show that in the steady generation regime the characteristic 
time of stimulated /-transitions r ~ 10-7 4-10-8 s, with an expected radiation power of such a 
laser of about 100 mW, and a threshold current density Jth ~ 200 A/cm2. In estimating Jth, we 
used the above-listed parameters of an InGaAsP/lnP structure. The Jth value is proportional 
to the inversion threshold, and for a structure with four QWs the main contribution to Jth 

comes from the currents of radiative and Auger recombination: Jth = eBrfh + eCArfk, where B 
is the coefficient of radiative recombination, and CA is the coefficient of Auger recombination. 
For our QWs: 13 = 1.2 • lO""'1 cm2/s, CA = 2 • lO""10 cm4/s 

Note in conclusion that we have proposed an efficient mechanism by which population 
inversion can be created for /-electrons in Er3+-ion-doped heterostructures with QWs. In these 
heterostructures the laser generation of /-radiation with wavelength A = 1.54 pm is possible. 
Since the /-electrons being excited by resonance mechanism, the radiation intensity practically 

temperature insensitive. 
The work was supported by AFOSR and INTAS. 
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Abstract. We present the first findings of the infrared induced emission from the silicon quantum 
wires, which is due to the formation of a correlation gap in the DOS of degenerate hole gas. The 
quantum wires of this art are created by electrostatic confining potential inside ultra-shallow p n 
junctions which are realized using controlled surface injection of self-interstitials and vacancies in the 
process of non-equilibrium boron diffusion. 

1. Introduction 

Properties of excitonic insulators harnessed in semiconductor crystals are known to be difficult to 
study as a consequence of many obstacles posed by the decay of three dimensional charge correla- 
tions [1,2]. Excitonic insulators can be stabilized in two- and one-dimensional systems because of the 
enhancement of Kohn screening singularities and exciton binding energies [3]. So far, the two- 
dimensional excitonic instability has been predicted for dangling bonds at dislocations [4] and semi- 
conductor surfaces [3]. As a result of strong charge/spin correlations, a narrow metallic band of one- 
electron dangling bonds is likely to be split into two subbands forming a gap in the density of states 
(DOS) of the two-dimensional electron/hole gas. Such a 'freezing' of two-dimensional charge corre- 
lations should be suppressed under external electric fields, which ought to stimulate the infrared 
emission due to the annihilation of the excitons localized at dangling bonds or shallow impurities. 
Therefore, ultra-shallow silicon p+n junctions, which contain a two-dimensional degenerate hole gas, 
being analogues of semiconductor surfaces, represent the best candidate for the observation of the 
radiative annihilation of low-dimensional excitonic correlations localized at shallow centres, a spec- 
tral study of which was a goal of the present work. 

2. Experimentais 

The diffusion experiments involving boron were performed from the gas phase into 350 urn thick n- 
type Si (100) wafers. The working and back sides of the wafers were previously oxidized using a 
thermal oxidation process. Windows corresponding to the geometry for the Hall effect measurements 
were then opened up on the working side of the platelets by photolithography. The parameters 
varied in the course of the short time diffusion of boron were the oxide overlayer thickness, diffusion 
temperature (800°C-1100°C) and Cl levels in the gas phase. Diffusion profiles measured using the 
SIMS technique reveal the depths to be in the range from 5 nm to 30 nm (Figs, la and b). 

The impurity diffusion in semiconductors is known to be accelerated when there are excess fluxes of 
self-interstitials (the kick-out diffusion mechanism) or vacancies (the dissociative vacancy diffusion 
mechanism) which are generated by the oxidized surface [5]. The use of thin Si02 layers combined 
with high diffusion temperatures leads to a sharp intensification of the kick-out diffusion mechanism 
(curves 1 and 2 in Fig. la), while thick Si02 layers and low diffusion temperature, in contrast, stimu- 
late the dissociative vacancy diffusion mechanism and increase the dopant concentration (curves 3 
and 4 in Fig. la). The p+n junctions are seen to be anomalously shallow at the diffusion temperature 
of 900°C which provides the parity between the kick-out and dissociative vacancy diffusion mecha- 
nisms. 



1608 Defects in Semiconductors - ICDS-19 

IO22 

"7  102' 

c    1020 

o 

1 io19 

1 10 

i io17 

2
 io16 

ä 1 

T . = 

1 

= 800"C (a) 
■A,   T   = 1 DilT = 1100°C 

'i VX*' tn _ 
:>- - —-^_   \ 

\    Y** ̂  tn —"*«A    \ ""V *■" - 

r 
\ vv' 

l\*" tk\ 
: \ \ \ \ 
■ , s*\ Vn \ 
r tk     1 \ -Wi'i i                       » 
: M " V 1  V 

r 
i *'           • ^n* 

10 20 
depth [nm] 

30 

10' 

10 

10' 

10 

10 

10 

10 

) 

2, 

;            i i          i 

(b) 

20 
1     \ \ TD„= 900°C 

.9 

,8 

■       1/1 
\^tk 

17 
\\N-^V^A^" 

16 i ,   Y^--te2rf^^ 

5 10 15 
depth [nm] 

20 

Fig. 1: SIMS data for the ultra-shallow p+-diffusion profiles obtained for the boron dopant at diffusion tem- 
peratures of 1100°C and 800°C (a) and 900°C (b) in n-type silicon (lOO)-wafers with oxide overlayers of 
different thickness characterized by thin (tn), medium (me) and thick (tk). 

The ultra-shallow diffusion profiles obtained were studied using cyclotron resonance (CR) and quan- 
tized conductance (QC) techniques. The CR measurements were carried out at 3.8 K with an X-band 
(9.1-9.5 GHz) EPR spectrometer[6]. The CR quenching brought about the deflection of the 
magnetic field from the normal to the diffusion profile plane reveals the anisotropy of both elec- 
tron/hole effective mass in silicon bulk and Landau level scheme in heavily doped quantum wells 
spontaneously formed inside the ultra-shallow diffusion profile during non-equilibrium diffusion 
process [6]. 

The CR findings and current-voltage (CV) characteristics measured at different angles between the 
p+n junctions plane and the bias voltage show that the p+-diffusion profiles obtained at 900°C consist 
of self-assembly longitudinal quantum wells (LQW) (Fig. 2a), whereas the diffusion profiles at 
1100°C and 800°C contain lateral quantum wells (LaQW) (Fig. 2b) oriented respectively along the 
<111> and <100> crystallographic directions. Besides, the quantized conductance measurements at 
different angles obtained at high temperature (77 K and 300 K) (Figs. 3 a and b) has revealed the 
quantum wires induced inside self-assmbly quantum wells by a strong electrostatic confining poten- 
tial [7] due to impurity charge correlations. 

Fig. 2: Three dimensional diagram of the one-electron band scheme of an ultra-shallow p+n junction which is a 
system of LQW (a) and LaQW (b) 

Temperature dependencies of the thermal friction coefficient (Fig. 4) [8] as well as the forward and 
reverse CV characteristics [8] demonstrate the formation of a correlation gap in the DOS of the de- 
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generate hole gas in the crystallographically oriented quantum wires (Fig. 5). The dispersion in the 
energy of a correlation gap is dependent on local fluctuations in the dopant distribution along a quan- 
tum wire thereby determining a regime of both longitudinal and lateral quantum wires from a 
strongly correlated metal to weak localization [8]. The results obtained can be explained in the 
framework of the model for a quantum wire due to the charge correlations created by the elastic re- 
construction of a shallow boron acceptor as a result of negative-U reaction: 2B°->B++B", which is 
accompanied by the formation of the C3V symmetry dipole (B+ - B") centres that cause the correlation 
gap in the DOS of the degenerate hole gas (Fig. 5). 

0.1 0.2 
IUV] 

6i  

4'   rp= 

3    Ug= 

77K 
= 0V 

/ 

2- 

1 
Ell [100] 

0 0.04 

ud 

0.08          0.12 

[V] 

Fig. 3: The quantized conductance (QC) at 77 K vs crystallographically-oriented voltage applied along 
longitudinal (a) and lateral (b) self-assmbly quantum wells. 

The fluctuations of the correlation gap value represent the places of the creation of isolated quantum 
dots under the gate voltage.The generation of similar quantum wires with isolated quantum dots 
using external electric fields could be responsible for the infrared emission induced by the injection of 
non-equilibrium carriers (Fig. 5). 
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Fig. 4: Temperature dependence of the thermo-emf 
(Seebeck coefficient) due to the isolated quantum 
wire with the single fluctuation of the correlation 
gap, which was obtained in p+-diffusion profile at 
900°C and a thin oxide overlayer. 

Fig. 5: One-electron band scheme for a quantum 
wire with a correlation gap under the passage of a 
longitudinal current along the ultra-shallow p+-dif- 
fusion profile. 
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Using a ST-50 double monochromator and infrared photorecorders based on cooled InSb, the high 
power infrared (IR) emission was found, for the first time, under forward (Fig. 6a) and reverse (Fig. 
6b) voltage applied to ultra-shallow silicon p+n junctions (Figs, la and b) as well as under the pas- 
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Fig. 6: The spectrum of the infrared emission from 
the ultra-shallow silicon p-n junctions under for- 
ward (a) and reverse (b,c,d) voltage at 300 K 
(a,b,d) and 77 K (c). 

The depth of the ultra-shallow p+-diffusion profile cor- 
responds to the following curves in Fig. lb: (d) to curve 
tk and (a,b,c) to the curves tk, me, tn, respectively. 

The power of infrared emission at the different current 
value are: (a) 100 m\V-mm"2,200 raA (curve 1); 60 
mW-mm"2, 150 mA (curve 2); 30 mW-mm"2, 100 mA 
(curve 3). (b) 55 mW-mm"2. 60 mA (curve 1): 40 
mW-mm"2, 30 mA (curve 2). (c) 25 mW-mm'2, 150 mA 
(cun'e 1); 15 mW-mm"2, 130 mA (curve 2). (d) 270 
mW-mm'2, 30 mA (curve 1); 180 mW-mm'2, 30 mA 
curve 2); 40 mW-mm"2, 30 mA (curve 3). 

Fig. 7: The spectrum of the infrared emission from 
the ultra-shallow silicon p+n junctions under the 
passage of a longitudinal current along the ultra- 
shallow p+-diffusion profile at 300 K (a,c d) and 77 
K(b). 
The depth of the ultra-shallow p+-diffusion profile in 
(a,b,c,d) corresponds to the following curves in Fig. la: 
curves 2 (a,b,c)and 1(c) to the 800°C-curves tn and tk, 
respectively; curves 1(d) and 2(d) to the 1000°C-curves 
tn and Ik, respectively. The power of the infrared emis- 
sion at the different current value are: (a) 900 mW-mm" 
2, 100 mA (curve 1); 680 mW-mm"2. 50 mA (curve 2); 
450 mW-mm'- 35 mA (curve 3). (b) 100 mW-mm"2, 
250 mA (curve 1); 80 mW-mm"2, 200 mA (curve 2); 45 
mW-mm-2 2, 160 mA (curve 3). (c) 1600 mW-mm"2, 50 
mA (curve 1); 680 mW-mm"2, 50 mA (curve 2). (d) 360 
mW-mm'2, 150 mA (curve 1); 90 mW-mm"2, 150 mA 
(curve 2). 
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sage of a longitudinal current along the p+-diffusion profiles (Fig. 7). The emission intensity is seen to 
increase with increasing current and with decreasing the depth of the ultra-shallow p+-diffusion pro- 
file (Figs. 6 and 7). Moreover, the emission ability of the ultra-shallow p+-n junctions is lower at 77 
K than at 300 K. A dip in the emission spectra at X= 4.27 urn corresponds to the IR absorption due 
to the natural abundance of C02 in the atmosphere. The power of the IR emission has been found to 
demonstrate the threshold character on reverse/longitudinal current and decrease sharply when the 
depth of the ultra-shallow p+-diffusion profile exceeds 20 nm [8,9]. These two facts indicate the im- 
portant role low-dimensional charge correlations in the generation of the IR emission from the ultra- 
shallow silicon p+n junctions. Therefore, the results obtained can be explained in the framework of 
the model for a quantum wire due to strong charge correlations, which were identified using CR and 
QC techniques (Fig. 5). 

The infrared emission results obtained represent the basis toward the infrared silicon lasers in which 
both electrons/holes and photons are fully quantized. The dipole impurity microcavity that is the 
length of the quantum wire restricted by two isolated quantum dots is shown to produce the lasing 
oscillations at the wavelengths determined by a correlation gap value, which coincide with the reso- 
nance wavelength of the microcavity. The dimension of the microcavity (d) has been found to reveal 
from the period of the Aharonov-Bohm-like magnetoconductance oscillations (AB) [10] in the exter- 

nal magnetic field perpendicular to the 
self-assmbly QW plane: h/2e=AB-S, where 
S=7td2/4; d/2n=X, (n=l,2,3,...); and X is 
the resonance wavelength of the micro- 
cavity (Fig. 8). 

G 

Pi 
< Fig. 8: The Aharonov-Bohm-like magneto- 

conductance oscillations observed in the 
ultra-shallow silicon p+n junctions under the 
electrical field applied along the self-as- 
sembly LQW. The periodicity of the oscilla- 
tions is determined by the relationship A® = 
h/2e; h/2e=AB-S; X=d= (2h/7teAB)1/2 is the 
wavelength of the infrared emission, which 
coincides with the dimension of the micro- 
cavity (d). 
Ud,:  1-0.18V;   2 - 0.29V; 3 - 0.35V. 

The value of the resonance wavelength (ted«3591 nm) that is obtained from the magnetoconduc- 
tance measurements is in a good agreement with the data of the dynamic spectrum narrowing found 
with studying the same structure that identifies the fabrication of the microcavity inside the Si 
quantum wire in which both holes and photons are fully quantized (Figs. 9). 

The threshold character of the irradiative power and dynamic spectrum narrowing found at 3591 nm, 
3744 nm, 3969 nm, 4457 nm and 4881 nm as a function of the current that traverses the quantum 
wire due to strong charge correlations are evidence of light stimulated emission from silicon nano- 
structures (Figs. 9 and 10). 
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Fig. 9: The electroluminescence spectra recorded at 
300 K under the passage of a longitudinal current 
along the ultra-shallow silicon p+-diffusion profile 
obtained at the diffusion temperature of 900°C in 
the n-type silicon (100)-wafer with a thin oxide 
layer.  1 - 30 mA, 2 - 50 mA, 3 - 70 mA. 
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Fig. 10: The dependence of the radiative power on 
the longitudinal current along the ultra-shallow 
silicon p+-diffusion profile obtained at the diffusion 
temperature of 900°C in the n-type silicon (100)- 
wafer with a thin oxide layer. T=300K,X=3591 nm. 
Iu,= 18 mA. 

3. Summary 

The generation of the silicon quantum wires with isolated quantum dots using external electric fields 
applied along the self-assembly diffusion quantum wells has been found to be responsible for the in- 
frared emission in the range 1-10 urn, which is induced by the injection of non-equilibrium carriers 
into quantum wire systems. The dipole impurity microcavity that is a length of quantum wire restric- 
ted by two isolated quantum dots has been shown to produce the lasing oscillations at the wave- 
lengths determined by a correlation gap value, which coincide with the resonance wavelength of the 
microcavity. The threshold character of the irradiative power and dynamic spectrum narrowing that 
has been found as a function of the current traversed the quantum wire with isolated quantum dots 
are evidence of the light induced emission from silicon nanostructures. These results represent the 
basis toward the infrared silicon lasers in which both electrons/holes and photons are fully quantized. 
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Abstract. 
The temperature dependences of lateral conductivity and hole mobility in SiGe quantum well 
structures selectively doped with boron are presented. The boron A+ centers are found to exist and 
determine the low-temperature conductivity. The activation energy of conductivity at higher 
temperatures is shown to be determined by the energy distance between strain-split boron A centers. 
The model of two-stage excitation of free holes including the thermal activation of holes from the 
ground to split-off state and next tunneling into the valence band is proposed. The binding energy of 
A+ centers and the energy splitting of boron ground states by strain are found. 

Introduction. 
Selectively doped SiGe quantum well structures (QWs) are of great interest for study of acceptor 
states which are degenerate in bulk material and should be split in two-dimensional (2D) systems 
due to space quantization and/or strain. The energy positions of ground and exited states of an 
acceptor can be controlled in a wide range by alloy composition, QW width, doping level and space 
position of an acceptor center. In this report, the binding energies of 2D positively charged (A+) 
acceptor states and strain-splitting energy of neutral (A ) states in boron doped SiGe QWs for 
structures with the same QW width and doping level and different alloy composition are 
determined. So-called A+ states (acceptors binding an additional hole) [1,2] are of specific interest 
as they should exist in SiGe QWs in thermal equilibrium in contrast to bulk material where they can 
appear only due to excitation, e.g., by light. Similar D"-states of donors have been investigated in 
GaAS/GaAlAs structures [3,4]. 

Experiment. 
The p-type Si/SiGe/Si QWs MBE-grown pseudomorphically on the w-type Si substrate and 
selectively doped with boron were used for conductivity and magnetoconductivity measurements at 
the temperatures of 4 up to 300 K. The SiGe layer of 20 nm thickness was sandwiched between 
undoped Si buffer (130 nm wide) and cap (60 nm) layers. The SiGe QW was uniformly doped with 
boron; the B concentration was of 3*1017 cm"3. The content of Ge, x, in SiGe alloy was 0.1 and 0.15, 
respectively. Two boron delta layers with B concentration of 2*10u cm"2 positioned within the 
buffer and cap layers on the distance of 30 nm from each QW interface were used to obtain A+ 

centers inside the QW. The buffer delta layer should also supply holes to form the p-n junction 
between the p-layers and the n-substrate. This hole concentration Npn was calculated by the 
expression: Npn = (KJVd<I>/2ne2)1/2, K is the dielectric constant, NA is the donor concentration in the 
substrate, <D is the initial difference of Fermi energies in n- and ^-regions (<D«1 eV), taking into 
account the total depopulation of donors in space charge region. From the measurements of donor- 
bound exciton luminescence, we have Nd« 2* 1014 cm"3 for the QWs with x=0.1 and JVd «5*1014 cm"3 
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for x=0.15. (We are indebted to A.S.Kaminskiy for obtaining this data.) So, we get that the 
and 8.5*10l0cm"2for concentration in the buffer delta layer is diminished by Npn » 5*10' 

above structures. 
The contacts were deposited on thep-type side of structures so that the /?-«junction prevented from 
a current along the substrate. 

Figure 1 shows, in log-1/7" 
scale, the temperature 
dependence of conductivity 
along the SiGe layer for the 
samples with 0.1 and 0.15 Ge 
content, x. One can see two 
activation-law regions in the 
curves. The low-temperature 
activation energy is 
approximately 2 meV and 
practically coincides for the 
samples with different Ge 
content. The activation 
energy at higher temperatures 
(r>20K)isof 12 ± 1 meV 
forx=0.1 and 19 ± 1 meV for 
x=0.15. The hole mobility, \i, 
was determined from the 
measurements of transverse 
magnetoconductivity by 

Fig.l. Temperature dependence of conductivity. means    of   the    expression 
Ao7a  =  (\iH/cf  (a  is the 

conductivity, H is the magnetic field, c is the light velocity). The temperature dependence of u is 
shown in Fig.2.  The maximum in the  u(7) dependence points at the change of scattering 
mechanism. Note the comparatively high mobility values. 
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Fig.2. Temperature dependence of hole mobility forx=0.1. 

Discussion. 
There are two possible 
explanations of the observed 
exponential temperature 
dependence of conductivity. 
First, the low-temperature 
activation energy (« 2 meV) 
can be due to the thermally 
activated hopping 
conductivity. In dependence 
on the Fermi level (EF) 

position, the hopping can be 
over neutral (A0) boron 
states if 6F« 8°, 8° is the A0 

binding energy, or positively 
charged A+ states if EF « s+ , 
it is A+- centers binding 
energy. The main argument 
against the hopping is the 

low conductivity observed. Really, at the given doping level in QW, 3*1017 cm"3, the mean distance 
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n-region 

between impurities (« 8 nm) is of the order of the effective Bohr radius of impurity, which can be 

estimated by the expression aB ~ hN2meB- Using linear interpolation of GeSi parameters between Si 
and Ge, we get aB ~ 2.5 nm for A0 and «10 nm for A+ states [5]. Because of strong overlapping 
impurity states, the specific (on square) conductivity value can not be less than 1-10 kOhm (see, 
f.i., [6] for references). It is several orders of magnitude more than the experimental values. 
The second possible origin of 2 meV activation energy can be the thermal hole emission from A+ 

states. The calculation of the A+ binding energy [6] gives just e+ » 2 meV, being weakly dependent 
on Ge content in SiGe alloy. The necessary condition for conductivity due to thermal activation of 
A* centers is the Fermi level to be near s+ at low temperatures. Let's now discuss this possibility for 
our samples. Shown in Fig.3 is the schematic view of the valence band potential profile of the QW 
structures investigated. Due to charged 5-delta layers, two barrier regions with linear potential 
distribution should appear outside of QW. To find the Fermi level position and then the temperature 

dependence of free hole concentration we used the 
- - - s0 following set of equations: 
 eF JVU = Ns-{1+ exp[-(zb-zx,i)/kT]} "', 

N-N'-N+ =N-{1+ exp[-(e0-E?)/kTJ} "', 
If =N{1+ exp[- (s+-Zv)/kT]} "', 
ei =sF - A + (4jre2d/K)[N-i -@T2 - Npn)+ N*-tf+ p], 

62 =£F - A+ (4xe2d/K.)[-N-i+(N-2 - AW -A^+AT -p], 
Ari+Ar2+Ar=A^+jP. 
Here N~\z are the concentrations of empty 
(negatively charged) B centers in the cap and buffer 
8-layers, respectively, TVg and N is the B 
concentration in 8-layers and in SiGe QW, N* and 
N" are the concentrations of positively and 
negatively charged B centers in the QW, p = 
Nyexp(s^/kT) is the free hole concentration and Nv is 

Fig.3. Schematic view of SiGe QW valence the density of states in the QW, £8, 80, and e+are the 
band structure. binding energies of B centers in Si, and boron-/!0 

and A+ centers in the SiGe QW, A is the valence 
band offset, d=30 nm is the distance between the 8-layers and QW interfaces, K is the dielectric 
constant. The QW top energy was taken for zero. The calculated temperature dependence of hole 

concentration p for x=0.1 and 
for different 8-layer doping 
level is presented in Fig.4. The 
main feature of curves is the 
absence of a free hole density 
saturation at the temperatures of 
depopulation of the A+ level 
which should exist at similar 
conditions in the bulk material. 
The reason for such a behavior 
is the absence of local charge 
neutrality and "horizontal" 
redistribution of carriers 
between the QW and 8-layers 
with changing temperature. 
The values of the binding 
energies of A0 and A+ centers, eo 
and e+, was varied to fit the 
experimental       curve.       The 

E 
ü 
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Fig.4. Calculated temperature dependence of hole concentration 
QW at various 5-layer doping level. 
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parameters for the best fit are the following: s0 = 24 meV and 36 meV for x=0A and x=0.15, 
respectively, e+= 2 meV and N& =109 cm"2 for both structures. Thus the low-temperature activation 
energy is the binding energy of the boron A+ centers in QW. However, the extra hole concentration 
supplied into QW turns out to be two orders less than the doping level of 8-layers. The only reason 
for this seems to be Si surface states which can accumulate almost all holes from the 8-layers. 
The origin of activation energy at higher temperatures is not so obvious. It should be one half of 
boron-,4 binding energy because the Fermi level lies between the valence band edge and the B° 
ground state as it is filled. So, the observed high-temperature activation energies, 12 and 18 meV, 
correspond to 24 and 36 meV B° binding energies. These values are, however, quite surprising. 
Indeed, the binding energy of shallow impurity should decrease with increasing both Ge content and 
strain, it is quite the contrary to the experiment. Moreover, the value of s0 = 24 meV seems not to be 
real for x=0.1. 

The only energy which could agree with the above values of e0 is 
the energy difference between acceptor levels split by strain. 
Indeed, the splitting energy of the ground acceptor state found by 
means of linear interpolation between Si and Ge is » 15 and 25 
meV for x=0.1 and x=0.15, respectively. This is close to the 
experimental activation energies. (Note that the estimation of the 
energies by interpolation is very approximate.) The splitting 
energy can be as the activation one only if holes can pass from 
the split-off state into the valence band without activation, that is 
by tunneling. It is impossible in the scheme of flat bands. On the 
other hand, we have seen from the experiment that almost all 
holes from the 8-layers accumulate in the surface states making 
the surface charged. So, the potential across the structure should 
appear inclining the valence bands. The scheme of potential 
distribution for this case is shown in Fig. 5. One can see from this 
scheme that the conductivity in this case can be controlled by 

two-stage process: first, the thermal activation of holes from the ground to split-off state takes place 
and then hole tunneling into free hole band creates the conductivity. To estimate the possible 
potential drop across the structure, let's remember an empirical law that for most homeopolar 
semiconductors the Fermi energy is fixed on the surface near 1/3 of the energy gap from the valence 
band. It is » 0.4 eV for Si. The QW width is 5 times less than the structure width. So, the potential 
drop on the QW is of « 80 meV. Of course, this estimation is too rough but it shows that the 
proposed model can be real. Thus, the arguments for the model are (i) the increasing activation 
energy of conductivity with Ge content, (ii) small additional hole concentration supplied from 8- 
layers into the QW, and (iii) charging the surface and arising the potential drop across the QW, as a 
consequence. 

Fig.5.    Scheme    of   conductivity 
activation by tunneling. 

Summary. 
The experimental data presented give evidence for existence of A+ centers in B doped SiGe QW 
structures in thermal equilibrium. The thermal emission of holes from these centers determines the 
conductivity along the QW at low temperatures. At higher temperatures, the conductivity is shown 
to be due to thermal activation of holes from the ground to strain-split B states following by hole 
tunneling into the QW valence band. The tunneling is made possible due to a potential drop across 
the QW which arise due to hole capture at surface states of the Si cap layer making the surface 
charged. Note that in structures with doping profile and level investigated, it is possible to find the 
energy splitting of acceptor levels by strain from temperature dependence of conductivity. 
This work was supported in part by Grants No 96-02-17352 and 97-02-16820 from RFBR, No 97- 
10-55 from Russian Ministry of Science and Technology and Volkswagen Stiftung Grant. 
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Abstract. In this work we report on the deep level transient spectroscopy (DLTS) and capacitance- 
voltage (C-V) studies of InAs/GaAs vertically coupled quantum dot structures inserted in an active 
region of laser diode. We found that DLTS spectra are changed dramatically for isochronous 
annealing temperatures below and above 245K and for cooling conditions: bias voltages Vb =0 or of 
filling pulse voltages Vf >0. They are bound up with manifestation of the effect of Coulomb 
interaction between carriers captured in quantum dots and on point defects located in regions close 
to the dots, and dipoles are formed after annealing below 245K at Vf >0 and in the absence its after 
annealing above 245K. It has been observed that in the dipoles the carriers from deep levels can 
tunnel into quantum dots from which they were previously thermally evaporated. 

Introduction. 
Studies of quantum confined low dimensional systems are of considerable interest from the point of 
view of fundamental physics and for technological applications, since they can be treated as artificial 
trap with unique the possibilities to tailor their electrical and optical properties [1-3] A remarkable 
progress in this area has been achieved recently with direct growth methods involving self- 
organization phenomena. [1]. The first injection laser with low current density and high temperature 
stability based on InAs and InGaAs quantum dots in GaAs matrix was demonstrated at A.F.Ioffe 
Institute [2], The typical lateral size of the dots is smaller than 20 nm, providing a strong 
confinement in three dimensions. Additionally, the formation of new type of QDs structures i.e. 
vertically coupled QDs via tunneling suitable for fabrication of cascade laser was also demonstrated. 
At the same time the specific growth conditions of the QDs (deposition at low temperature) must 
stimulate the generation of the point defects in the vicinity of QDs due to a local stoichiometry 
variation during the growth of a heteroepitaxial layer [4-5], They acts as capture and nonradiative 
recombination centers. Near room temperature, the thermal emission of the carriers from quantum 
dots and the point defects retrapping by the defects causes a decrease of the quantum efficiency of 
the radiative recombination and finally degradation of the lasers. 

Defects with deep levels in low dimensional structures have, on the other hand, exciting 
application as new tools for structure engineering. Among the latter tunable band discontinuities 
using doping interface dipoles, interaction phenomena between deep levels and minibands would add 
a powerful degree of freedom in the design of materials and may lead to the development of new 
devices [6-7]. A new use of quantum dots in wavelength-domain-multiplication memory using 
spectral-hole burning wasproposed [8]. A system with such a capability could be used to read and 
write data using an optical signal, based on the quantum dots bleaching effect and will be suitable for 
application to high-density memory. Also, current instabilities in low dimensional heterostructures 
are of great interest due to the possibility of multy-stage switching, and bistable behavior [9-10] 

In this work we report on the deep level transient spectroscopy (DLTS) and capacitance- 
voltage (C-V) studies of InAs/GaAs vertically coupled quantum dot (VECOD) structures inserted in 
an active region of laser diode. We find that in DLTS spectra besides, clear signal due to localization 
of carriers in quantum dots. Additionally, signal due to deep traps was revealed in the region 
spatially coincident with quantum dots. We observed a manifestation of the effect Coulomb 
interaction between carriers localized in quantum dots and on point defects, and bistable dipoles 
formation. We also report on the first detection of the effect tunneling of the carriers between states 
of the VECOD and point defects. 
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Experimental 
The structures were grown in a Riber 32P molecular beam epitaxy system on n+-GaAs <100> Si- 
doped substrates. To form the vertically coupled quantum dots array, the QD sheets of 5Ä InAs and 
50Ä GaAs spacers were successively deposited six times. QD active region was inserted into the 
center of p° GaAs layer of GaAs-AlxGai_xAs double heterostructure laser diode. The dots have a 
well-developed pyramid-like shape with base sides along [100] and [010] directions. The vertically 
coupled quantum dots are separated by a several-monolayer-thick GaAs layer. DLTS spectra and C- 
V measurements were carried out on laser diodes by BIO-RAD DL4600 spectrometer. The 
capacitance was measured on a Boonton-72B bridge operating at a frequency of 1 MHz. The 
sensitivity of this apparatus is AC/CQ » 10-4. 

Results 
The apparent carrier concentration profiles (ACCP) of the InAs/GaAs vertically coupled quantum 
dot (VECOD) laser structure obtained from 1 MHz C-V measurements are shown in Fig.l. These 
measurements show that at zero base the space-charge region of the studied sample takes up the 
optical confinement layer, including QD active region, and the sample is of very little leakage 
current. C-V measurements were carried out by applying the forward bias to the sample for 
determining the apparent carrier concentration profile of the structure in the QD active region and 
the waveguide. It can be seen from Fig.l that in center of the waveguide the peak related with an 
accumulation of the carriers is observed. Since the region involving VECOD was manifested when 

1E18 

1E17 

1E16J 

1E15 

— Ta=86K 

-*—Ta=122K 

*— Ta=170K 

2.5 1.0 0.5 2.0 1.5 
volt V 

Figure 1   The apparent carrier concentration profiles of the InAs/GaAs vertically coupled quantum 
dot (VECOD) laser structure obtained from 1 Mhz C-V measurements. 

applying the forward bias to the sample, this is caused to modify DLTS measurements. We apply 
different combinations of bias voltages Vb and of filling pulse voltages Vf to perform the DLTS 
study of the regions below, coincident, and above the layer with VECODs. To vary the occupation 
of the dots and defects with deep levels and in accord with the result of the C-V measurements, the 
filling pulse (Vf) was applied in the forward bias. Its magnitude varied from 1.7 up to 0.95 V. The 
filling pulse duration was 5 us. The DLTS signals was detected when the voltage applied in the 
forward bias. The detection bias (Vb) varied from 0.9 to 1.6V and always Vb < Vf. The capacitance 
of the sample was easily compensated at the DLTS measurements. This clearly demonstrated that the 
forward current was insignificant and did not lead to dramatic change the capacitance of the sample. 
All the DLTS measurements were performed under dark condition, unless specially indicated. Before 
each scan, the sample was isochronouly annealing for 1.0 min. at a fixed temperature T0. This 
temperature varied from 240 to 300K. The sample then was cooled to the T=80K in two regimes: 
with applied forward bias Vf and Vb=0. DLTS measurements made during the warm up cycle 
before 300K. We found that DLTS spectra are changed dramatically for isochronous annealing 
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Figure 2. DLTS spectra of InAs/GaAs vertically coupled quantum dot structures at the various 
isochronous annealing temperatures Ta and preliminary cooling conditions Vf >0. 

temperatures below and above 245 K and for cooling conditions Vf>0 or Vb=0 (Fig.2). The thermal 
activation energies (Ea) and the capture cross sections (a„,p) of levels observed in DLTS spectra were 
determined from Arrhenius plots (Table). The emission rate of the carrier is given by 

en,p=ACTn>pr
u exp-( Ea/kT) (1) 

where A is a constant independent of temperature, k is Boltzmann's constant. 
After annealing at Ta>245K, apart H2, H3 and E2, E3 levels, El electron and HI hole levels were 
observed (Table). The DLTS measurements showed unusual properties of the HI level (Ta>245K) 
at varying Vb (Fig.3) and of the HI* level (Ta<245K) at varying Vf (Fig.4). The position of the HI 
peak in DLTS spectra was shifted to the regions of the low temperatures. To the contrary, the 
amplitude and shape of the peak were unchanged. This peak was emerged at Vb=1.0V and 
disappeared at Vb=1.3V. The thermal activation energy of the HI level was 194 meV at Vb=1.07V. 
In the beginning a sharp decrease of the amount Ea to 132meV and then slow increases were 
happened with increase of the Vb up to 185 meV at Vb=1.30V. In that case the increase Vb was 
corresponded to decreasing of p-n junction-induced electric field. When varying Vf the HI peak was 
appeared at Vf>1.4V and was saturated at Vf=1.7V. These changes were accorded with localization 
of the peak of the apparent carrier concentration profiles (Fig.l). Furthermore, other deep traps (H2, 
H3) have been revealed in the region spatially coincident with QDs. At increasing Vb the H2, H3 
peaks disappeared and the broad E3 peak was emerged. The amplitude of the H2, H3 peaks did not 
depend on amount of filling pulse. After annealing at Ta<245K the peaks, related to El, E2, HI and 
H2 levels, disappeared and other broader El* and HI* peaks appeared (Fig.4). The position of the 
HI* peak in DLTS spectra depended on values of Vf, annealing temperature Ta, cooling conditions 
(Vf>0 or Vb=0) (Fig.4) and optical illumination. The thermal activation energy of the Hl*level also 
varied from 132 to 199meV with Vf and Ta. After illumination and cooling at Vf >0, when the 
carriers from QDs photoexcited, peak is shifted towards the position measured at Vf =0. The 
amplitude HI* and H2* peaks were decreased at increasing of the Vb and they has disappeared at 
Vb=130V that also verified a spatial localization the HI* and H2* levels. The thermal activation 
energies of the El and El * levels were coincident and equaled 1 lOmeV. 
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Figure 3. DLTS spectra of InAs/GaAs vertically coupled quantum dot structures at the various Vb 

and after annealing at Ta>245K and preliminary cooling conditions Vb=0. 
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Figure 4. DLTS spectra of InAs/GaAs vertically coupled quantum dot structures at the variable Vf 

and after annealing at Ta<245K and preliminary cooling conditions Vf >0. 

Discussion. 
The results of the DLTS investigation (Fig.2-4 and Table 1) allows to associate H2, H3, H2* and E2, 
E3 levels with that well known for GaAs. Our investigations showed that the point defects forming at 
low temperature GaAs growth during multiple InAs-GaAs deposition cycles were like those forming 
in GaAs under Ga-rich condition. Among them is HL5 [11] defect with energies 390 meV and well 
known for GaAs EL 14 [12]. Also it is quite possible that in this GaAs a antisite double acceptor Ga^ 
with ionization energies 77 and 230 meV from the valence-band edge is generated[13]. 

The behavior of HI and HI* levels depending on condition of the isochronous annealing 
(annealing temperature also varying Vb and Vf) can not be understand as to one of the defect, 
including a metastable defect. The position of the peak in DLTS spectra for this defect may depend 
on annealing temperature Ta and cooling conditions (Vf >0 or Vb =0), but it must not depend on 
values of filling pulse voltages Vf. In paper [15] S.Forrest and O.K.Kim observed dependence of the 
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Table apparent band discontinuity at heterointerface 
from the temperature. F.Capasso et al [6] 
reported the change of band discontinuity 
associated with interface dipole consists of 
ultrathin (<50Ä) ionized donor and acceptor 
sheets within a few tens of angstroms from the 
heterointerface. The electrostatic potential of 
this dipole is added to or subtracted from the 
dipole potential of the discontinuity. Since the 
separation between the charge sheets is the 
order of magnitude or smaller than the carrier 
de Broglie wavelength, electrons crossing the 
interface "see" a new band discontinuity. In 
such a manner the changing in DLTS spectra 
of our HI * level, which occur at annealing at 
Ta<245K and cooling at Vf >0, is likely to be 
associate with formed dipoles, which came 
about from Coulomb interaction carrier 
captured in QDs and deep centers. The defects 
of the double acceptor GaAs with ionization 
energies of the levels that are smaller than the 
energy of the HI* level are located in the 
region spatially coincident with QDs. It is 
possible temperature region where deep 

acceptor did not yet trap holes and has a negative charge. The density of Ga^ and H2 defects as well 
as holes trapped in QDs coincided and were equal «1011 cm"2. The electrostatic potential caused by 
these dipoles is superimposed to the QD potential barriers caused by conduction and valence band 
discontinuities. This may result in change the energy of the carrier emissions from QDs in the band. 
For their return capture in QDs the carriers must overcome potential barrier. Varying the magnitude 
of the Ta and Vf we change occupation QDs and height of the potential barriers. The carriers from 
deep levels can tunnel into quantum dots from which they were previously thermally evaporated. 
This effect is responsible for the appearance of the broad band in DLTS spectra that replaces the 
EL14 and HL5 levels. At cooling under Vb=0 the carriers are absent in the bands and the dipoles did 
not form. At annealing temperatures Ta >245 K (Vb=0 or Vf >0) QDs the carriers are evaporated 
from QDs and dipoles can not be formed. In this sense, the observed shift of the energy is connected 
with an effect of lowering of the potential barrier for carrier emission from VECODs and with 
tunneling through its due to p-n junction-induced electric field. The energies of the El and El* are 
coincident and equal 1 lOmeV. 

Deep 
level 
No. 

Energy, 
meV 

Cross 
section, 
cm2 

Identification 
and 
origin 

Ta>Tar: 

E1 111 1.7x10-17 

E2 235 1.3x10-14 EL14(Ni)[12] 

E3 426 4.2x10-16 Nina [14] 

H1 194 2.5x10-16 

H2 390 1.8x10-13 HL5[11] 

H3 420 1.6x10-14 HL4(Cu)[11] 

Ta<Tan 

E1* 110 5.2x10-16 

H1* 194 2.5x10-16 

H2* 420 1.6x10-14 HL4(Cu)[11] 

Conclusions. 
We found that can be obtained two different DLTS spectra having peaks associated with QDs 
depending on the isochronous annealing temperatures one below on above 245K. At annealing 
temperatures Ta >245 K and cooling conditions Vf >0 we detected El, E2, HI and H2 levels. At 
annealing temperatures Ta<245 K and cooling conditions Vf >0 they disappear and appear El* and 
HI* levels. Our results allowed us to conclude that HI, El as well as HI*, El* levels are related 
with the same VECOD. In the first case QDs are not occupied and Coulomb interaction lack. In the 
second case QDs are occupied by the carriers, and Coulomb interaction between the charged QDs 
and deep centers located in regions close to QDs takes place and dipoles are formed. In these dipoles 
the carriers from deep levels can tunnel into quantum dots from which they were previously 
thermally evaporated. 
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Abstract. The InxGai_xAs/GaAs structures at x = 0.1 - 0.2 doped with erbium have been prepared 
by MBE method. The Er concentration is equal to (2-3)1019 cm"3. The SIMS measurements have 
shown that maximum of the erbium concentration takes place at the heterobounders. Accordingly to 
the X-ray studies doped structures are more perfective than undoped ones and a density of misfit 
dislocations is less in structures doped with erbium than in undoped superlattices. The spectra of 
optical absorption of these structures have been investigated, and their energy diagrams have been 
calculated. The Er related emission at wavelength about 1.54 urn was observed in the 
InGaAs/GaAs :Er structures at helium temperatures. 

Introduction. 
It is well known [1] that the most of impurities in the AlGaAs/GaAs structures distort a 
heteroboundary. This effect was also observed in the AlGaAs/Ga/As:Er structure [2] at erbium 
concentration about 1019cm"3 .At the same time the size quantization of the electron and hole 
energies can lead to increasing of efficiency of rare-earth related emission in these structures [3]. 
There are two important processes in this case. First, the carrier localization in a direction 
perpendicular to the heteroboundary increases the electron - hole overlap integrals. Second, the 
Auger excitation of an impurity center is of a resonance character without participation of additional 
energy levels localized on the impurity center. Besides, there are a lot of localized carriers in a 
quantum well to which the surplus of energy can be transfer at nonresonance Auger process of 
excitation of the intrashell f-f emission. 

It is common knowledge that the InxGai.xAs/GaAs structures are strain structures, and it is not 
possible to prepare them at x > 0.2 due to the large difference in lattice parameters of GaAs (a = 
0.56325 nm) and InAs ( a= 0.60583 nm), and as consequence, it is a difficult task to form narrow 
quantum wells with relatively large electron quantum-size energy. At the same time this energy takes 
important role in an efficiency of Auger excitation f - f transitions in rare-earth ions, as it is shown in 
article [3]. 

In this paper it is shown that in the strain InGaAs/GaAs structures doped with erbium the 
heterobounderes are more perfective than undoped structures. The Er related emission in the 
structures was observed at excitation by photons with an energy more than the GaAs bandgap, and 
at the difference between the quantum-size electron and hole energy level larger the energy of the 
I15/2 => I11/2 transition in the Er3+ ion. 

Experimental Details. 
The undoped structures InxGai.xAs/GaAs (samples 22, 27) with x » 0.2 and the same structures 
doped with erbium (samples 23,30) have been prepared by MBE method. The maximal Er 
concentration in the sample 23 is about 3.1019cm"3 and in the sample 30 it is about 2.1019cm"3. The 
structures of the samples 22, 23 are illustrated schematically in Fig.la,b. The erbium doping of 
sample 23 was achieved by Er introduction into GaAs barriers close to heteroboundaries as it is 
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shown in Fig. lb. The quantum wells in the structures 27 and 30 were formed by alternating of 1.4 
InAs monolayer and 7 GaAs monolayers (see Fig.lc) of general width about 12 nm. The width of 
GaAs barriers was equal to 25 nm. Erbium doping of the structure 30 was achieved by Er 
introduction into quantum wells. 

(a) GaAS lnxGa1-^S GaAS 

30 nm 

GaAS 

9 nm 30 nm x20 

(b) In.Ga^/s GaAS 

1      30 nm        1 

Er 

GaAS 

9 nm 1        30 nm 1 x20 

(c) GaAs 
//W 

Er 

GaAS 

25 nm 25 nm x20 

InAs 

Fig. 1. Schemes of heterostructures, sample 22 (a), sample 23 (b) and samples 27, 30 (c). 

The lattice parameters for GaAs and InAs are 0.565325 nm and 0.60583 nm, respectively. That is 
why structures InGaAs/GaAs:Er are strain structures. The indium concentration in quantum wells 
was chosen equal to 0.15 and width of wells equal to 10 nm in order to obtain a difference in energy 
between quantum-size levels of electron and hole equal to 1.24 eV (k = lum). The energy 
corresponds to intrashell transition 4Ii5/2 -» 4In/2 in Er3+ ion. The Er related emission corresponding 
to 4In/2 -> 4Ii5/2 has been observed. 

The surface of these structures was covered by 10 nm cap layer of gallium arsenide. Characterization 
of the fabricated structures was done by SIMS technique with the resolution of 5 nm and with X-ray 
spectrometer. The absorption spectra of the structures were measured at liquid helium, liquid 
nitrogen, and room temperature. The spectra were analyzed with a double grating spectrometer and 
detected by a nitrogen-cooled germanium photodetector. 

Results. 
The distributions of Ga, In and Er atoms in samples 23 and 30 were obtained by the SIMS. It should 
be noted that the maximum of Er concentration (3.1019cm"3 in sample 23 and 2.1019cm~3 in sample 
30) in both cases takes place on heteroboundaries. The same result was obtained for other ten 
structures InGaAs/GaAs doped with erbium. The indium concentration in quantum wells is about 0.1 
- 0.15 in different samples. Besides, in contrary to AlGaAs/GaAs:Er structures [2] the InGaAs/GaAs 
superlattice is well formed at Er concentration above 1019cm"3 . Accordingly to the SIMS data 
quantum wells in samples 27 and 30 are formed by InGaAs compound with small difference of the 
indium concentration: 14% and 15% correspondingly. 

The X-ray studies of the sample 22 show that in this case the superlattice period is equal to 33.5 + 
0.5 nm and the average composition in quantum wells corresponds to x « 0.155 + 0.005. These 
results correlate well with the SIMS data. The density of misfit dislocations in this sample is equal to 
3.108cm~3. The misfit parameter in direction parallel to substrate plane (Aa/a\ is equal to 4.6% (a is 
lattice parameter for GaAs, Aa is the difference between lattice parameters for InGaAs and GaAs). 
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Using the values of elastic moduli from [10], we obtain the average misfit parameter <Aa/d> = 2.3. 
The width of wells is equal to 10 nm. Accordingly to X-ray measurement the structure of 
superlattice in sample 23 is more perfective than in sample 22! The density of misfit dislocations in 
this sample is less than or equal to 1.2xl08cm"3 at misfit parameter <Aa/a> = 2.35%. The average 
composition in quantum wells corresponds to x » 0.15 and period of superlattice is 36.5 + 0.5 nm, 
width of the well is about 11 nm, and width of the GaAs barrier is about 25.5 nm. So, the Er doping 
increases a quantum well width. Also, the X-ray studies of the samples 27 and 30 show that the 
structure of superlattice doped with erbium is more perfective than the structure without erbium. 
Specifically, the density of misfit dislocation in sample 27 is about 3.5 x 108 cm"2 and less than or 
equal to 1.10 cm"3 in sample 30. Besides, the intensity of diffraction peaks in sample 30 is lager and 
their width is less than in sample 27, by other words, the structure InGaAs/GaAs:Er is more 
perfective than that is one without erbium. The average misfit parameters for these structures 
obtained from X-ray data are equal to 0.3% and 0.4% correspondingly. 

The X-ray study of samples 27, 30 shows the absent of the interfaces separating the InAs and GaAs 
layers in quantum wells. Accordingly to the X-ray data the quantum wells are formed by the 
homogenius InGaAs compounds. Also, it should be noted that width of quantum wells in Er doped 
structures are somewhat wider than in undoped ones. The periods of superlattice in samples 27 and 
30 are equal to 28 and 31 nm correspondingly, and the width of the wells -10.2 nm and 11.2nm. 
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Fig. 2. Absorption spectra of samples 27 (a) and 30 (b) at T=4K. 

The spectra of optical absorption of samples 22 and 23 at T=77K are different in spite of the fact 
that the parameters of superlattices are practically equal. Moreover, as noted above, the structure 23 
is more perfective than structure 22. Just the same, the sharp band of absorption at wavelength about 
1 urn transition was observed in the spectrum of the sample 22 and it has smaller intensity in the 
spectrum of sample 23. On the other hand, the absorption spectrum of undoped structure 27 contains 
the sharp band at wavelength near to 0.92 u,m (1.35 eV) at T=294K and 0.86 urn (1.45 eV) at 
T=4K , as it is shown in Fig.2a. It should be noted there is a fine structure in the absorption spectra 
at T = 4K. The same spectrum for sample 30 are presented in Fig.2b. As can be seen from these 
spectra an absorption band has moved to region of large wavelengths. The exciton peak in this case 
is much broader than in spectrum of the sample 27 and the fine structure disappears. Besides, there 
is shift of absorption spectra of Er doped samples to longwave side. For example, in Fig.6 the PL 
spectrum for sample 30 is presented. In this spectrum there is the sharp line at X = 1.54 (am 
corresponding to 4lu,2 -> 4Ii5/2 transition in Er3+ ion. 
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Discussion. 
The main result of structure studies is that the strain structures InGaAs/GaAs doped with erbium are 
more perfective than those structures without impurity. The maximum of Er concentration takes 
place on the interfaces in direction to a substrate. We assume that the Er ions for crystallization 
process move to interface by field of elastic strains; the general energy of heteroboundary caused by 
misfit strains therewith slows down. As a result of this, the structure InGaAs/GaAs doped with 
erbium is more perfective than the same structure without erbium. The same picture have been 
observed at any method of Er doping of structures InGaAs/GaAs. The Er3+ ions placed near strain 
interface should have a low symmetry electrical crystalline field that decreases a time of forbidden f- 
f transitions and consequently, it increases an emission efficiency due to strong mixing ground state 
and excited states of Er3+ ion accordingly to the Judd - Ofelt mechanism [5,6], 

As it has been shown previously [3], an excitation of rare-earth related emission in quantum well is 
more effective than in bulk material. It is well known that energy the transfer from lattice to Er ion at 
its photoexcitation is accounted for by the Auger recombination electron-hole pair localized on the 
rare-earth center. The standard Auger recombination process is a threshold process; this is 
consequence of the laws of energy and momentum conservation. The threshold for the Auger 
recombination process is removed by the presence of a heteroboundary. If an impurity center is 
placed near the heteroboundary or in a quantum well, then the rate of excitation of the impurity 
center by Auger mechanism increases due to several reasons. First, the restrictions imposed on the 
electron-electron coupling by the energy and momentum conservation laws are removed. Second, 
the electron-hole overlap integral increases, and the characteristic distance, at which the 
heteroboundary starts to have a large effect, is determined by the characteristic decay scale k'1 of the 
wave function of the impurity center [7] 

r oc kA = h/-V2mcEex
f , (1) 

where n^ is the effective mass of an electron, and Eex
f is the excitation energy of f-shell. 

It should be noted that high efficiency of the Er related emission in quantum well can be obtained at a 
resonance excitation only, when the difference of energies of electron and hole quantum-size levels is 
exactly equal to an energy of the transition of the Er ion from the ground state to an excited state. It 
may be the %3/2 state as well as the \m state or any other excited state. However, there is strong 
difference between an energy of the 4Ii5/2 -> 4In/2 transition for Er3+ ion (Ef.f = 1.24 eV) and the 
energy separating electron and hole quantum-size levels obtained from absorption spectra of samples 
27 and 30 (Ee,h > 1.4 eV). That is why there is nonresonance Auger excitation in this case. 

We have calculated the energy-band spectrum for the samples 27 and 30, using method proposed in 
the paper [8]. We determine the values of the heterolayers band gaps and the band offsets taking 
into account the deformation effects according to [9]. We take the following values of deformation 
potentials ac = -5.08 eV and av = 1.00 eV for InAs, and ac = - 7.17 eV and av = 1.16 eV for GaAs 
from [9]; b = -l.ZeV,d=- 3.6 eV for InAs, and b = -1.7 eV, d= - 4.5 eV for GaAs from [10]. 

As was pointed out above, accordingly to results of the X-ray investigations in both samples the 
quantum wells are formed by homogeneous InGaAs compounds with close indium contents but have 
different width. Namely, the width of well is equal to 10.2 run for sample 27 and 12.2 for sample 30; 
content of indium x = 0.14 and x = 0.15, for samples 27 and 30 correspondingly We have used these 
X-ray data for structure parameters of the samples to calculate the energy diagrams. Since the 
indium concentrations are close in both samples and the difference of their energy spectra is 
connected mostly with the difference of quantum well width we show in Fig. 3 the electron and the 
hole energy quantum levels as a function of the quantum well width, A. For sample 27 (A=10.2nm) 
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there are one electron miniband with edge energy at 1.425 eV (here and further we measured 
energies from the top of valence band of InGaAs), four heavy hole levels at energies -0.003, -0.012, 
-0.026, -0.044 eV. These results allow to explain the absorption spectrum of the sample 27 shown in 
Fig.2a. Really, there are four absorption bands in spectrum of this sample at X = 860, 852, 847, and 
842 nm, which are attributable to the transitions from the heavy hole levels to electron miniband. The 
sharp line in absorption spectrum of the sample at T = 4K (Fig. 2a) is attributable to excitonic 
transition, but the nature of double peak is not understood. The energy difference between positions 
of the four absorption bands correlate well with energy difference between heavy hole levels. 
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Fig. 3. Energies of hole (a) and electron (b) levels in QW as a function QW width A. 

The width of quantum well of sample 30 is larger than in sample 27. This is why there are two 
electron minibands with edge energies 1.413 and 1.457 eV, as it is presented in Fig.3b. These data 
allow to explain two wide absorption bands at 1.425 and 1.462 eV in spectrum shown in Fig.2b as 
transitions from quantum-size hole levels to electron minibands. The hole energy spectrum does not 
change considerably and turns out to be equal to -0.002, -0.009, -0.020, -0.034, -0.051 eV. One 
additional hole level appears. 

The large width of an excitonic line in the spectrum of the sample 30 may be explained by the 
disruption of the exciton by the charged Er3+ ions. The broadening of the absorption bands in the 
spectrum of the sample 30 may be caused by unresolved fine structure which is attributed to the 
transitions from different hole quantum size levels. This effect due to fluctuations of interface electric 
field due to high concentration of the Er3+ ions in interface. The late influence on an energy of 
electron moving along the InGaAs layer. 

The energy excess at nonresonant Auger excitation of rare-earth related emission should be 
transferred to a third body. As it was shown in [11], the Auger process, where the energy excess is 
transferred to localized carriers, is the most effective excitation process. The rate of Auger 
recombination in this case is proportional to carrier concentration. That is why the additional doping 
of quantum well by shallow impurities is needed for the increasing of efficiency of f-f luminescence. 
Accordingly to the work [3] the ratio of the Auger-excitation rate of an impurity center in a quantum 
well to the Auger-excitation rate of same center in an uniform semiconductor is 

GQW/G = (np/NPa2)(Eoc/kT)(mh/mc)
1 

(2) 
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where n and p are two-dimensional electron and hole concentrations; N and P are volume 
concentrations of electrons and hole respectively; a is the quantum well width; E0c is the electron 
quantum-size energy. This ratio is large for narrow quantum wells, for which E0c » kT. Only at this 
condition the f-f luminescence excitation process is more efficient in a quantum well than in the bulk 
materials. This result was obtained for resonance transfer of an energy to rare-earth ion due to the 
Auger process, not matter what transition to first or to second excited state of an impurity ion takes 
place. Besides, the Auger process rate increases with the decreasing of width of the quantum well 
due to the increasing of the overlap integral value. 

Conclusions. 
The results presented in this work show that the high Er concentration can be obtained in strain 
quantum-size structures. Accordingly to X-ray data of structural investigations the Er doped 
InGaAs/GaAs structures are more perfective than undoped ones. The reason is that Er ions in 
process of growth of the structure are localized at heteroboundary decreasing its energy. That is 
why it is possible to prepare narrow wells InxGa^As with x > 0.2, resulting in increasing of energy 
of an electron quantum-size level and in turn an efficiency of f-f emission is increased also. 

Another way of decreasing of the quantum well width and increasing Auger recombination rate is 
using compound AlInAs for barrier [12]. In this case a quantum well with depth more than or equal 
to 0.8 eV and misfit parameter Aa = 0.05 - 0.1%. can be prepared, as it is shown by our calculations. 
In any case it is needed to increase a depth and to decrease a width of a quantum well for increasing 
of efficiency of f-f emission from superlattices doped with rare-earth elements. The longest time at 
high- rate Auger process is time of the spontanues forbidden f-f transition which is equal to 0.1 - 
lmc. That is why it is needed to obtain induced radiation. 

We are grateful to Prof.M.S.Bresler and Dr.O.B.Gusev , who put at our disposal a PL spectra of the 
samples 27 and 30. This work is supported by the AFOSR (grant F 499620-94-1-0390) and INT AS 
(grant RFBR 95-0531). 
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Abstract. Low-temperature cathodoluminescence and secondary electron imaging modes of a 
scanning electron microscope are used to study the formation of point defects during laser induced 
disordering of GaAs/Alo.^Gao^As multiple-quantum-well structures. Micron-sized melted regions 
where the GaAs/AlGaAs multilayered structure is totally disordered are observed under the irradiated 
surface. The cathodoluminescence spectra of the melted region are dominated by a broad emission 
band at 1.47 eV. This emission band is believed to be due to the recombination of a Sioa donor - 
column HI antisite acceptor complex. The luminescence spectra obtained for the 8 um wide transition 
regions adjacent to the melted region show a broadening and a blue shift of the emission peak 
associated with excitons confined in the quantum wells. This indicates a partial disordering of the 
multilayered structure. In addition, the column m antisite related emission band and an emission band 
due to the transition of free electrons to Si acceptor level in the quantum wells are seen in the 
luminescence spectra of the partially disordered region. Our results demonstrate that column m 
antisites are the main intrinsic point defects generated during laser irradiation induced disordering of 
GaAs/AlGaAs multilayered structures. The Sioa - column III antisite complex is formed at high 
concentration in the melted region. The mechanism responsible for the disordering of multilayered 
structure around the melted region is discussed on the basis of the diffusion of Sica - column III 
antisite complex. 

Introduction. 
Impurity-induced disordering (IID) is a planar process to alter the effective energy gap and the 
refractive index in selective regions of multilayered structures [1], [2]. The disordering occurs when 
an impurity diffuses into the multilayered structure during annealing at a high temperature of hundreds 
°C. A localized disordering of GaAs/AlGaAs multilayered structures has also been produced by laser 
irradiation without annealing [3], [4]. Material processing techniques using high-power lasers are 
intensively developed for the fabrication of micro- and optoelectronic devices because of the 
following advantages [5], [6]: i) the heat treatment can be localized in a very small region, whereas 
the remainder of the material is at room temperature; ii) it is possible to perform the heat treatment in 
selective regions of a non-uniform structure by choosing appropriate wavelengths of the laser; iii) the 
intense thermal energy is applied to the annealed region during a limited time, this prevents the 
formation of defects and reduces the contamination problem; and iv) it is possible to work under the 
atmospheric condition. Moreover, laser induced disordering (LID) is an impurity-free technique that 
can be used to obtain intermixed alloys without introducing free-carrier populations into the material. 
In spite of these advantages, LID process has not been sufficiently investigated. The works 
concerning LID-related defects has not been reported so far. In this study, we concentrate on the 
defect formation during LID process. The laser irradiated samples are investigated by 
cathodoluminescence (CL) and secondary electron (SE) imaging modes of a scanning electron 
microscope (SEM). The LID regions of the multilayered structure are observed in the SE images. A 
detailed analysis of the CL spectra taken at different regions of the structure permits to obtain useful 
information about the defect formation and to understand the physical mechanism occurring during 
the LID process. 

Experiment. 
To study the LID process, we use a GaAs7Alo.45Gao.55As multiple-quantum-well (MQW) structure 
grown by molecular beam epitaxy (MBE) on (OOl)-oriented Si-doped GaAs (n=2xl018 cm"3) 
substrates. The structure consists of the following undoped layers: a 0.4 urn thick GaAs buffer layer, 
a MQW region with 30 GaAs wells separated by Alo.45Gao.55As barriers, and a 0.1 urn thick GaAs 
cap layer. The thickness of the wells and the barriers is 100+4 and 200+5 Ä, respectively. The free 
surface of the GaAs/AlGaAs multilayered samples is selectively irradiated with a scanned Ti:sapphire 
laser beam. The laser wavelength is 700 nm. The spot size is fixed at about 2.6-3 um. The power 
level of the cw laser beam is between 250 and 1000 mW. The sample mounted on a computer- 
controlled translation table is moved in the plane perpendicular to the laser beam. The scanning speed 
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is varied in the 0.01-0.1 mm/s range to produce annealing lines on the free surface of sample. The 
(100) free surface and the (110) cleaved surface of the irradiated sample are investigated with a 
Cambridge 360 SEM. A primary electron beam at an acceleration voltage of 10 kV is used for both 
CL and SE imaging modes. The radius of the excitation volume is about 0.2 \im. In the SE mode, the 
secondary electrons are received by a positively biased collector placed near the sample. The CL 
signal is focused into the entrance slit of a 32 cm focal length monochromator by an elliptical mirror 
system. A cooled Si avalanche photodiode is used as detector. The measurement temperature is 25 K. 

Results and discussion. 
Figure 1 shows a SE image of the cross section of a LID line formed by laser irradiation at a scanning 
speed of 0.01 mm/s and an incident power of about 1 W. Due to the Gaussian intensity distribution in 
the laser beam, an important fraction of the incident power concentrates within the sample region 
below the laser spot, where the material is melted. The melted region with 1.3 um depth and 2.9 \im 
width includes the MQW layers, the GaAs buffer layer, and a portion of the substrate. In this region, 
the incident power of the laser beam is absorbed and converted into the thermal energy, the material is 
melted and then recrystallized. The MQW structure is totally disordered and becomes a solid solution. 
The smoothness of the melted region indicates that it appears nearly homogeneous. A fraction of the 
thermal energy is dispersed in the 8 u.m wide transition regions adjacent to the melted region. The 
dispersed energy causes damages within a 0.3 um thick layer below the free surface of the sample. In 
Fig. 2 we present a CL image taken on the free surface of the sample, around a LID line. The bright 
regions of the CL image correspond to the CL signal recorded at the photon energy of 1.539 eV. The 
1.539 eV emission is associated with the radiative recombination of n=l electron-heavy hole excitons 
confined in the wells of the GaAs/Al0.«Gaa55As MQW structure [7]. The 1.539 eV CL signal is not 
detected within a 20 |im wide stripe including the LID line and the regions adjacent to it. This 
indicates that the underlying MQW structure is disordered. The CL image taken from the region 
around the cross section of the LID line on the (110) cleaved surface (Fig. 3) also shows the 
disordering of the MQW structure in the melted region and the 8 um wide transition regions adjacent 
to it. Hence, after laser irradiation, the MQW structure consists of three regions: a) the region outside 
the 20 urn wide dark stripe, where the MQW structure is intact (ordered); b) the 2.9 urn wide melted 
region at the center of the dark stripe; and c) the transition region within the dark stripe, where the 
material is not melted but the MQW structure is partially disordered. 

Figure 1: SE photograph of the cross section of a LID line. 
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Figure 2: 25 K CL image of the region around a LID line on the (100) free surface of the sample. The 
image is recorded at the photon energy of 1.539 eV. 

Figure 3: 25 K CL image of the region around the cross section of a LID line on the (110) cleaved 
surface. The image is recorded at the photon energy of 1.539 eV. 
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Figure 4: 25 K CL spectra taken on the (100) 
free surface of the sample: a) in the ordered 
region, b) in the melted region, and c) in the 
transition region. 

Figure 5: 25 K CL spectra taken on the (110) 
cleaved surface: a) in the ordered region, b) in 
the melted region, and c) in the transition 
region. 

25 K CL spectra taken in different regions of the (100) free surface are shown in Fig. 4. The CL 
spectrum of the as-grown MQW structure (Fig. 4a) shows an intense and narrow peak (Eei-hh) at 

1.539 eV due to the radiative recombination of n=l electron-heavy hole excitons. In the CL spectrum 
of the melted region (Fig. 4b) the Eei_hh emission line disappears completely, indicating that the 
MQW structure is totally disordered. A broad emission band centered at about 1.47 eV dominates the 
spectrum. The Gaussian lineshape and the large bandwidth of the 1.47 eV emission are typical for the 
radiative recombination of a donor - deep acceptor complex [8]. The 1.47 eV emission band has been 
reported for laser-irradiated AlGaAs multilayered structures [9], where it only appears if the structures 
are doped with Si or Ge. The 1.47 eV emission band has also been observed in the 
photoluminescence (PL) spectra of Si-doped Alo.5Gao.7As epitaxial layer grown by MBE [10]. The 
PL intensity of this emission band increases after annealing the Alo.5Gao.7As sample in vacuum (As- 
poor condition), whereas annealing in As-rich condition results in a reduction of its intensity. In [10], 
we suggested that the 1.47 eV emission band could be due to a donor-to-acceptor pair transition of a 
Sioa - column III antisite complex. To simplify the text, the column III antisites will be written as 
GaAs, but it should be borne in mind that column III antisites in AlGaAs include GaAs and AIAS- 

FOT 
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our laser-irradiated sample, the material in the melted region is converted into an Al^Ga/.^As solid 
solution with x=0.2. Since the melted region develops into the Si-doped GaAs substrate, Si atoms 
present in the substrate dissolve into the melt, and the AlGaAs melted region is doped with Si. During 
melting, volatile As atoms can diffuse to the sample surface and evaporate from the sample. As a 
consequence, As vacancies (VAS) can be generated at high concentration in this region. This enhances 
the occupation of As sites by column in atoms [8]. Theoretical calculations of the formation energy of 
point defects in GaAs [11], [12] have predicted that the formation of GaAs is energetically favorable 
in Ga-rich n-type GaAs. Hence, a high concentration of GaAs is expected in the melted region. Since 
GaAs is a deep acceptor, it can form complex with SiGa donor. We believe that the 1.47 eV emission 
band (SiGa-GaAS) observed in the spectrum of the melted region is due to the recombination of a SiGa- 
GaAs complex. The domination of the SiGa-GaAS emission band in the spectrum indicates a high 
concentration of SiGa-GaAS complex in the melted region. In the spectrum of the transition region 
(Fig. 4c), the Eei-hh emission line remains but its intensity decreases by a factor of 20 and its 
linewidth is broadened. The intensity decrease could be related with the formation of hole traps in the 
wells. The linewidth broadening may be due to the interdiffusion of column III atoms at the well- 
barrier interfaces [2]. On the other hand, the linewidth broadening may also be originated from an 
increase in Si donor concentration in the wells [13]. The SiGa-GaAs emission band is also seen in Fig. 
4c. Its intensity is strongly reduced as compared with that of the melted region (Fig. 4b). In addition, 
its peak position shifts to 1.48 eV. The peak shift of the SiGa-GaAS emission band is observed in Fig. 
4c because the SiGa-GaAS complexes are confined in the intact or partially disordered quantum wells 
of the transition region. Using the SiGa-GaAs emission peak position determined from Fig. 4c, the 
GaAs energy level is estimated to be at 67 meV above the heavy-hole energy band in the quantum 
well. This GaAs energy level value is in good agreement with that reported for GaAs [8]. A new 
emission band appears on the spectrum at 1.518 eV. This emission band (eAsO is believed to be 
related with the band-to-SiAs acceptor transition in the quantum wells. In the transition region, the 
dispersed thermal energy is not enough to melt the material, but VAS are generated. The VAS in the 
quantum wells can be occupied by Si atoms that diffuse from the melt into this region. 
The 25 K CL spectra taken in different regions on the (110) cleaved surface (Fig. 5) confirm above 
observations. The CL spectra of the ordered (Fig. 5a) and melted (Fig. 5b) regions are similar to 
those taken on the free surface. Some differences between the spectrum of the transition region taken 
on the (110) cleaved surface (Fig. 5c) and that taken on the free surface (Fig. 4c) are found. The 
absence of the eAs; emission band in Fig. 5c indicates that the transfer of Si atoms from Ga sites to 
As sites occurs mostly near the free surface where VAS are generated at high concentration. The 
disordering of MQW structure in the transition region is clearly shown in Fig. 5c. A blue shift of up 
to 14 meV and a broadening are observed for the Eei_hh emission line. A high-energy emission (e-ha) 
covers a large spectral region between the Eei_hh emission line and 1.64 eV. The interdiffusion of Ga 
and Al atoms at the barrier-well interface modifies the well shape. Initially finite square GaAs wells 
become rounded AlGaAs wells and the barrier potential is reduced. The electron subbands move 
upward whereas the hole subbands move down, causing an increase in the electron-hole transition 
energy [2]. As a consequence, a blue shift of the excitonic peak is seen in the CL spectrum. The 
observation of the broad e-ha emission band on the high-energy side of the Eei_hh emission line 
indicates that the disordering levels of the wells in the transition region are different. The disordering 
seems to be laterally non-uniform. The column-Ill interdiffusion decreases with increasing distance 
from the melted region. Fig. 5c shows a disordering effect stronger than that of Fig. 4c because the 
CL spectrum of Fig. 5c is measured at a point nearer to the melted region than that of Fig. 4c. The 
Sioa-GaAs emission band in Fig. 5c is also more intense than in Fig. 4c. The observed correlation 
between the disordering level and the intensity of SiGa-GaAs emission band indicates that the 
diffusion of SiGa-GaAs complex may play an important role in the disordering process. We suggest 
that SiQa-GaAs complex and SiGa-AlAs complex diffuse laterally from the melted region into the 
transition region by alternately exchanging sites with VAS: 

(SiGa-GaAs) + VAs <=> VAs + (SiGa-GaAs) (1 a) 

(SiGa-AlAs) + VAs <=> VAs + (SiGa-AlAs) (lb) 

The diffusion process described by Eq. (1) is favorable in the transition region where VAS is 
abundant. In addition, the VAS concentration gradient between the free surface and the bulk is a 
driving force for the diffusion of these complexes in the direction perpendicular to the layer interface. 
The Al-Ga interdiffusion mediated by the diffusion of SiGa-GaAS complex and SiGa-AlAS complex 
results in the disordering of the MQW structure in the transition region. 
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Conclusion. 
The formation of point defects during LID process in GaAsZAlo.45Gao.55As MQW structures has 
been investigated by CL and SE imaging modes of a SEM. The scanning laser irradiation produces a 
micron-sized melted line where the GaAs/AlGaAs MQW structure is totally disordered and partially 
disordered regions adjacent to the melted line. The domination of Sioa-GaAs emission band in the CL 
spectra of the melted region indicates that column-Ill antisites are the main intrinsic point defects 
generated during LID process. The Sioa-GaAs complex is formed at high concentration in the melted 
region. The diffusion of Sioa-GaAs complex is suggested to be responsible for the disordering of 
multilayered structure in the region around the melted line. 
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Abstract. VCSELs have emerged as an important device for several key applications. Nearly all 
VCSELs reported contain Al, which easily oxidizes and degrades the device. As of yet, very little 
effort has been put into Al-free VCSELs. We demonstrate an Al-free GalnP/GaAs DBR with a 
reflectivity of 0.989 near 0.98 urn. We also show the benefits of localized epitaxy for the growth 
of mismatched epilayers, which can cut down on the effects of dislocations. These are two pieces 
to the puzzle of producing longer-wavelength (> 1 urn) Al-free VCSELs on GaAs substrates. 

Introduction. 

Because they emit normal to the surface and are readily fabricated into two-dimensional arrays, 
vertical cavity surface emitting lasers (VCSELs) are ideally suited as light sources for optical 
fiber communication, digital printing and scanning, and optical disk storage. [1] Other 
advantages VCSELs possess over edge-emitting lasers are ease of fabrication and testing, circular 
beam output, and low-bias, low-threshold operation. [2] 

Superb results have been obtained from VCSELs with oxidized apertures, including record wall- 
plug efficiency [3] and threshold current [4]. However, the distributed Bragg reflector (DBR) 
mirrors in these laser structures are made from different compositions of ALGai-xAs. The 
lifetime and reliability of these lasers is an issue since they do contain Al, which oxidize easily 
and degrade much more rapidly than Al-free lasers. [5] This has already been demonstrated in 
edge-emitting lasers. [6,7] 

For Al-free VCSELs, [8] the DBRs are created from GalnP and GaAs. [9,10] The active region, 
for emission wavelengths longer than 0.87 um, is made from GalnAs quantum wells sandwiched 
between GaAs barriers; as the emission wavelength increases, the In content in GalnAs increases, 
which adds to the strain in the layer. This paper discusses both these topics and offers some of 
our experimental results. 

Al-free distributed Bragg reflectors. 

Thus there is motivation for producing Al-free VCSELs with alternative materials in the DBRs. 
For emission wavelength over 1 um, two possible substrates that can be used are InP and GaAs. 
GaAs is the better choice because it is cheaper, more widely available, and has better thermal and 
mechanical properties than InP. Also, the refractive index difference between the two alternating 
materials on InP substrates is very small, making growth of DBRs on this substrate impractical. 
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However, the growth of GalnP/GaAs DBRs on GaAs substrates is feasible, though challenging 
because, for the same reflectivity, approximately twice as many periods are needed in a 
GalnP/GaAs DBR than in a AlAs/GaAs DBR due to the smaller refractive index difference of 
GalnP/GaAs. Nevertheless, we have grown a 36-period GalnP/GaAs DBR with a reflectivity of 
0.989 at a wavelength near 0.98 um. To satisfy the quarter-wavelength requirement of a DBR, 
the each GaAs layer thickness is 69 nm, and each GalnP thickness is 76 nm. The measured and 
calculated reflectivity is shown in Fig. 1; there is very good agreement between the two. 

The high resolution x-ray diffraction spectrum, pictured in Fig. 2, reveals over 25 orders of 
satellite peaks, indicating the excellent crystalline and interfacial quality of this structure. All 
growths were performed in a low-pressure metalorganic chemical vapor deposition reactor with 
triethylgallium and trimethylindium as our Ga and In sources and arsine and phosphine as our As 
and P sources, respectively. 

Reflectivity of GaAs (69nm)/lnGaP (76nm) 36 pair of superlattice 

960 980 
wavelength (nm) 

Fig. 1. The measured (solid line) and calculated (dashed line) reflectivity of the 36 period 
GalnP/GaAs DBR. 
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Fig. 2. The high resolution x-ray diffraction (top) and simulation (bottom) spectra of the 36 
period GalnP/GaAs DBR. 

Localized epitaxy. 

A bigger challenge for GaAs-based devices is the push to longer wavelength emission. The 
ultimate for GaAs-based VCSELs is operation at 1.3 urn and 1.55 urn, the two wavelengths most 
suitable for transmission over silica optical fibers. This is accomplished with GalnAs active 
layers, which have lattice mismatches of up to 5% to the substrate, depending on the quantum 
well thickness. For thicknesses of these layers above the critical thickness, this leads to the 
formation of misfit dislocations, [11,12] which kill device performance. Therefore, to create 
these long-wavelength devices, a method must be used to reduce or eliminate the number of 
dislocations present in the strained layers. 

This can be accomplished with localized epitaxy, where growing on a reduced area decreases not 
only the spreading of dislocations but the formation of them as well. [13,14] We have taken 
advantage of this by patterning GaAs substrates with mesas of one of two sizes—16 x 16 urn or 
400 x 400 ^m—then depositing mismatched GalnP on top. The GaAs substrates, which have a 
surface normal of [001] with a 2° misorientation toward the [110] direction, were initially 
patterned with photoresist then selectively etched with electron cyclotron resonance enhanced 
reactive ion etching in a BC^/Ar environment to a depth of 1.5 um. The remaining photoresist 
was removed and the surface was cleaned. The next step is the epitaxy, where 0.5 um of GalnP 
with a mismatch of+0.30% was deposited. 
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Figure 3 shows a scanning electron microscopy (SEM) micrograph of the 16 x 16 urn mesas after 
etching but before regrowth. Both the surface and sidewalls are very smooth. Figure 4 is a picture 
of the same sample after epitaxy of the GalnP. The mesa surface has maintained its smoothness, 
but the sidewalls are considerably rougher. 

Fig. 3. An SEM micrograph of the 16 x 16 um mesa sample after patterning but before epitaxy. 

______ ...    .    , _     .ir'-dsSBSMBWBZl. 

kV x3.58K S.SSxm 
Fig. 4. An SEM micrograph of the same sample shown in Fig. 3 after GalnP deposition. 

Figure 5 is a topophotoluminescence (TPL) image of the 400 x 400 urn mesa sample, grown 
side-by-side with the 16 x 16 urn one. This examination technique can readily reveal surface and 
sub-surface blemishes like point defects and dark-line defects that cannot be detected with an 
ordinary optical microscope. With the mismatch of the GalnP epilayer (+0.30%), many misfit 
dislocations are expected and indeed observed in the figure. On an ordinary planar substrate, 
these misfit dislocations would propagate unheeded until it reaches a free edge, namely, the edge 
of the substrate. However, as seen in the mesa below, 60° misfit dislocations that nucleate on the 
mesa surface terminate at the mesa edge. This phenomenon overtly shows the advantage of 
growing on patterned substrates: nucleation sources that depend on surface area, such as 
threading dislocations and dislocation multiplication, are sharply reduced. 
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Better results can therefore be achieved with a smaller mesa size. Figure 6 shows the TPL image 
taken from the 16 x 16 urn mesa sample, and no misfit dislocations on the mesa surfaces are 
observed. However, they do appear in the trenches between the mesas, and run unheeded since 
there is no barrier to stop them in the trenches. This should not affect the epilayers on the mesa 
since the dislocations can not interact through the mesa edge. 

Fig. 5. A TPL image of the 400 x 400 urn mesa sample revealing the termination of misfit 
dislocations at the mesa edge. 

j , Ü. B , £ -.   .. 
.*. , 1 i4Bli. %. % t 
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Fig. 6. A TPL image of the 16x16 urn mesa sample showing no dislocations on the mesas but in 
the trenches running the length of the image. 

This method is practical for any material system, and is very well-suited for epitaxy of longer- 
wavelength laser structures on GaAs substrates. Al-free VCSELs are one such device, as are Al- 
free buried ridge VCSELs, which have the active region selectively etched before epitaxy of the 
top DBR. 
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Conclusion. 

We have grown a 36-period Al-free GalnP/GaAs DBR with a reflectivity of 0.989 at a 
wavelength of 0.983 um. We have also performed localized epitaxy of mismatched GalnP on 
patterned GaAs substrates and shown a reduction in the spreading of misfit dislocations, or in the 
case of the 16 x 16 urn mesa sample, a complete elimination from the mesa surfaces. These 
techniques can be used for the epitaxy of Al-free VCSEL structures for wavelengths of 0.98 urn 
and longer, which are potentially more reliable than Al-containing ones. 

References. 

1. S. E. Swirhun, R. P. Bryan, W. S. Fu, W. E. Quinn, J. L. Jewell, and G. R. Olbright, in 
Vertical-Cavity Surface-Emitting Laser Arrays, Jack L. Jewell, ed., Proc. SPIE 2147, 74 
(1994). 

2. J. A. Lehman, R. A. Morgan, M. K. Hibbs-Brenner, and D. Carlson, Electron. Lett. 31,1251 
(1995). 

3. K. L. Lear, K. D. Choquette, R. P. Schneider, Jr., S. P. Kilcoyne, and K. M. Geib, Electron. 
Lett. 31,208(1995). 

4. D. L. Huffaker, L. A. Graham, H. Deng, and D. G. Deppe, IEEE Photon. Technol. Lett. 8, 
974 (1996). 

5. I. Eliashevich, J. Diaz, H. Yi, L. Wang, and M. Razeghi, Appl. Phys. Lett. 66, 3087 (1995). 
6. M. Razeghi, H. Yi, J. Diaz, S. Kim, and M. Erdtmann, in In-Plane Semiconductor Lasers: 

from Ultraviolet to Midinfrared, H. K. Choi and P. S. Zory, eds., Proc. SPIE 3001, 243 
(1997). 

7. M. Razeghi, Nature 369, 631 (1994). 
8. K. Shinoda, K. Hiramoto, M. Sagawa, and K. Uomi, Jpn. J. Appl. Phys. 2B 35,4660 (1996). 
9. K. Shinoda, K. Hiramoto, K. Uomi, and T. Tsuchiya, Jpn. J. Appl. Phys. 2B 34, 1253 

(1995). 
10. B. Saint-Cricq, A. Rudra, J. D. Gainere, and M. Ilegems, Electron. Lett. 29,1854 (1993). 
11. J. W. Matthews and A. E. Blakeslee, J. Cryst. Growth 27,118 (1974). 
12. R. People and J. C. Bean, Appl. Phys. Lett. 47, 322 (1985). 
13. A. Madhukar, Thin Solid Films 231, 8 (1993). 
14. E. A. Fitzgerald, Y. H Xie, D. Brasen, M. L. Green, J. Michel, P. E. Freeland, and B. E. 

Weir, J. Electron. Mater. 19, 949 (1990). 



Materials Science Forum Vols. 258-263 (1997) pp. 1643-1652 
©1997 Trans Tech Publications, Switzerland 

The long wavelength luminescence observation from the self-organized InGaAs 

quantum dots grown on (100) GaAs substrate by metalorganic chemical vapor 

deposition. 

S. Kim, M. Erdtmann and M. Razeghi 

Center for Quantum Devices, Department of Electrical and Computer engineering, Northwestern 

University, Evanston, II. 60208, USA 

Abstract 

The self-organized InGaAs quantum dots with uniform size distribution were 

realized on (100) GaAs by metalorganic chemical vapor deposition (MOCVD). We 

demonstrated double stacked InGaAs dot structure constructed on InGaP matrix for the 

first time. Strong luminescence of 1.37 um peak wavelength from the dots, which is 

longest wavelength ever reported, was observed at room temperature. The temperature 

dependence of integrated luminescence intensity shows that the internal quantum 

efficiencies is very high. 
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The growth and fabrication of the nanostructure for optoelectronic devices have 

been receiving great interest recently not only because quantum dots can improve the 

laser performance drastically such as lower threshold current density, higher gain and 

higher temperature stability, but because fundamental physical phenomena are remained 

to be understood.1'2 Recently self-organized growth technique has proven to be very 

successful in realizing a highly ordered array for InGaAs/GaAs, InAs/GaAs quantum dots 

without forming any defects.3"5 Room temperature operation of InGaAs/GaAs and 

InAs/GaAs single and multilayer quantum dot lasers has been already reported. 7"10 

However, majority of the previously reported dot structures were constructed on GaAs 

which made it difficult for determining the In composition of the InGaAs dots. Also it is 

hard to drag the luminescence at longer wavelength above 1.2 (im. In this letter, we 

demonstrated the very long wavelength luminescence from the InGaAs dots assembled on 

the InGaP surface. The temperature dependence (77K ~ 300K) of the photoluminescence 

was measured. It shows the enhanced radiative efficiency comparable to the quantum well 

structure. 

The double stacked InGaAs dot structures for this work were grown by MOCVD 

on (100) GaAs substrate at growth temperature of 480°C. Trimethylindium (TMIn), 

Triethylgallium (TEGa) Arsine(AsH3) and Phosphine(PH3) were used as the precursors. 

After the growth of GaAs buffer layer, lattice matched InGaP epilayer is deposited with 

0.2 urn thickness. The 10ML of InxGai_xAs were deposited on the InGaP surface with 

growth rate of 0.6 ML/S. The dot formation was clearly observed using scanning electron 

microscope as shown in figure 1. For double stacked structure, the InGaAs dots were 
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Figure 1. High resolution scanning electron microscope of an InGaAs dots on 

InGaP surface (a), and its Gaussian distribution of the dot size (b). 
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separated by the 300Ä InGaP layer and finally InGaP layer were deposited as the carrier 

confinement. During forming of InGaAs dots, two different V/III ratios were used which 

are indicated as QD1 and QD2. For QD2, the V/III flow ratio is reduced to 200 from 450 

for QD1. As a reference the separate confinement quantum well structure by inserting the 

500Ä thickness of GaAs between InGaP and InGaAs were grown at the same time. The 

well thickness is 28 Ä and it didn't show any islands on the surface. 

The formation of InGaAs dots on InGaP surface are shown in figure 1 (a). The 

sizes of dots were measured randomly. Most of dots are distributed from 12 nm and 23 

nm in diameter. A few of large islands exceeding 500 A due to the coarsening of the 

several dots are observed at the same time. The size distribution was fitted as Gaussian 

function centered at 16 nm given in figure 1(b). The average areal dot density for this 

small size dot is lxlO11 cm"2. 

Photoluminescence was measured with varying the temperature from 77K to 

300K at whole range by the Fourier transform PL system with 488 nm Ar+ laser. The 

strong and sharp luminescence emitting wavelength of 1.37 urn from the InGaAs double 

stacked dots (QD1) was observed at room temperature given in figure 2. This peak 

wavelength is longest emitting wavelength from the epilayer grown on GaAs ever 

reported. The FWHM of the spectrum is 50meV at room temperature, which is not 

broadened with varying the temperature. But the broad peak at 77K is due to the size 

fluctuation.11 

The effect of the fluctuation of dot sizes on the luminescence spectrum were 

clearly observed in the QD2 which were grown with lower V/III ratio. It has been 

analyzed more precisely in figure 3. The three different sharp peaks at 77K were 
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Figure 2. The double stacked dot structure (a) ,and the photoluminescence spectra 

ofQDlat77Kand300K(b). 
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separated at 1.254eV, and 0.995eV, 0.953eV. The intensity of the peak at 1.254eV is 

rapidly dropped with increasing temperature and disappeared above 150K. However, the 

intensity and the lineshape of the peak 2 follow as the main peakl with varying the 

temperature. The peak 2 may come from different size of the dot ensemble deviated from 

the peakl. The temperature dependence of the peak energy of peakl and peak2 is clearly 

decomposed as given in figure 3 (b). 

The optical transition energy from E1-HH1 of InGaAs/InGaP dots were estimated 

from 12, 

E(El-HHl)=ll£lf-L+J_]_Li£l (1) 
2R2   \me       mh) sR 

me is the electron effective mass, mh is heavy hole effective mass, and R is the radius of 

the spherical dots. Because the effective mass of InxGai_xAs is varied with the x 

composition, first we need to determine the In composition for calculation. It was 

determined using the as grown quantum well structure. From the photoluminescence 

measurement, the PL peak energy was found at 1.008 eV. Because we know the well 

thickness, the composition was easily found nearly at x=0.6 from the calculation of the 

transition energy for the single quantum well with 28 Ä well thickness. Using this x 

composition at 0.6, the approximate transition energy is derived as 0.93 eV from the 

equation (1), assuming the dots are spherical with radius of 80Ä which is measured as 

shown above. This value has good agreement with the PL peak energy (0.905eV) 

observed from our dot structures. This implies also the In composition of the InGaAs dots 

formed on InGaP surface is more uniform comparable to be grown on GaAs from the 

calculation. 



Materials Science Forum Vols. 258-263 1649 

3 
05 

0.8 0.9 1.0 1.1 1.2 1.3 

Wavelength (um) 

1.4 

S? 

1.02- 

1.00 

0.96 

C 
a> 

•cä       °-94' 
P- 

0.92 

0.90 

50 100 
—r~ 

150 

■    peakl 
•    peak2 

200 250 

Temperature (K) 

—i— 
300 
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1000/KT 

Figure 4. The temperature dependence of the integrated intensity of QD structures 

and QW structure. 
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In figure 4, the temperature dependence of integrated intensity from 77K to 300K 

is shown for QD structures and QW structure as reference. The radiative efficiency is 

increased compared to the quantum well as shown in this figure. This is due to the 

reduction of the non-radiative recombination for dot structure compared to the QW 

structure. Apparently QW structure suffer from the misfit dislocation and defects caused 

from the large lattice mismatch as 3.8 % between well and barrier. This explains the 

drastic dropping of the integrated luminescence intensities as increasing temperature for 

QW structure. The intensities of the QDs are dependent on temperature as I (T) ~ I (0) 

e13 (meV) /KT fitted as a curve above 150K. The activation energy is 3 times lower than QW 

structure. 

In conclusion, we successfully grew self-organized InGaAs double stacked 

quantum dot structures on (100) GaAs substrate by metal organic chemical deposition. 

The dots were constructed on InGaP surface with areal dot density of l*10ucm"2. The 

strong photoluminescence from El-Hll optical transition was observed at 1.37 urn. The 

temperature dependence of the integrated intensity reveals the enhanced radiative 

efficiency by a factor of 3. 
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Abstract: Deep hole states in p-type Alo.5Gao.5As grown by MBE have been studied by the 
deep-level transient spectroscopy (DLTS) method. The as grown and He** -ion irradiated 
samples have been investigated. 

In the as-grown samples five hole traps labelled by us as HO to H4 were detected. For the 
traps HI, H3 and H4 thermal activation energies obtained from Arrhenius plots were equal to: 
E Ti = 0.15 eV, ET3 = 0.4 eV and ET4 =0.46 eV. Hole emission from H2 trap has been found 
to be electric field dependent. The electric field dependence has been explained in the terms of 
the Frenkel-Poole mechanism. 

He" -ion bombardment of samples introduced a new deep trap with activation energy scatte- 
red among samples within 0.62eV to 0.77eV range. 

INTRODUCTION 
Heavily doped p type AlxGai.xAs has been used both as an active element in many devices 

and as a constituent of lattice matched heterostructures. Molecular beam epitaxy ( MBE ) has 
been extensively applied for growing GaAs/ AlxGai.xAs heterostructures. At present beryllium 
is a preferable dopant in MBE-grown AlxGai.xAs as it is nearly an effective mass like acceptor 
of a sharp incorporation profile [1]. However, Be behaves not only as a shallow acceptor level 
but it may introduce some deep levels, especially for higher Al contents [2,3]. In [2] the photo- 
luminescence from highly Be-doped AlxGai.xAs grown by MBE was studied and the experi- 
mental results have been attributed to the existence of deep levels associated with interstitial 
Be. In [3] the results of photoluminescence measurements on highly Be-doped AlxGai.xAs have 
been explained in the terms of dopant-defect complexes, the so - called self-activated centers. 
Using secondary ion mass spectroscopy [4], it has been found that in Be-doped Alo.6Gao.4As 
grown by MBE the presence of oxygen results in formation of stable Be - O complexes. In [5] 
MBE AlAs p+ -n junctions grown on GaAs have been studied by DLTS and the incorporation 
of Be was found to give rise to two hole traps . 

The presence of defect levels within a heterostructure is the factor limiting performance of 
semiconductor devices and this is the main reason for investigating properties of these levels. 
Apparently an established picture of deep hole traps in Ali_xGaxAs does not exist. A number of 
parameters, such as: growth method, Al fraction, type of acceptor dopants, and sample con- 
figurations seem to play a role for the hole trap formation. The best of systematics is related to 
hole traps caused by transition metal impurties, e.g. Fe and Cu. It has been found that the po- 
sition of the energy levels of such impurties according to vacuum level is constant, in isovalent 
semiconducting compounds, so the energetic positions of such traps can be used as common 
reference level [6,7]. Thus in A^Ga^As the activation energies of the traps depend on the 
aluminium fraction in the same way as does the energy of the top of the valence band . 
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The defect centers in p type AlxGai.xAs have been studied so far mainly by photolumines- 
cence and electrical transport measurements. We have recently presented a preliminary report 
on DLTS measurements of hole traps in Be-doped Alo.5Gao.5As grown by MBE [8]. In present 
paper we have added some new results on electric field enhanced emission rate followed by 
deeper theoretical analysis of it and compared our results (for x=0.5) with results obtained by 
other authors for different Al content. We have shown also preliminary observations of He^ 
ion irradiated samples. We expect that the results on irradiated samples would mark the traps 
connected with vacancies. 

RESULTS AND DISCUSSION 
The wafer of lum thickness from which the samples were made was grown on a semi- 

insulating [001] GaAs substrate in a Varian Gen II MBE-machine, dedicated to Ga, Al, and 
As, with Si and Be as the dopants. The sample configuration was that of Schottky diodes with 
ohmic contact made to p+ GaAs [8]. Thermal evaporation of Au/Zn/Au followed by alloying 
was used for the ohmic contact, and Al/Ti/Au for the Schottky contact. Leads were attached 
by silver paint. 

The measurements made on our samples were following : C-V measurements, standard 
DLTS and electric field dependence of emission rate. DLTS measurements were performed 
within 80K-300K temperature range using DLS-82E system manufactured by Semitrap Hun- 
gary. This system is based on a 1 MHz capacitance bridge meter and a lock-in integrator. All 
studied samples have shown the same DLTS behaviour. 
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£•2x10* 
o 
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I ■ I ' I ' I 
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A 

Fig. 1. C"2 - V dependence for an 
exemplary sample. 

C-V MEASUREMENTS 

The samples showed a linear 
C-V dependence, as it can be 
seen in Fig.l for an exemplary 
sample, with shallow net acceptor 
concentration NA= (2.0 ± 
0.1)xl017 cm"3 and built-in voltage 
UB = (1.1 ± 0.1) V; the ± indicat- 
ing the spread among the samples. 
A reverse voltage up to -5V was 
applied. From these numbers we 
have estimated the depletion width 
to be about 200 nm at a reverse 
bias of -5V; comfortably less than 
1 urn thickness of the Alo.sGa 0.5 As 
layer. 

STANDARD DLTS 
The standard DLTS measurements were carried out for different reverse voltage UR ranging 

from -3.5 V to -5 V. Different duration time of filling pulses were used. Five dominant levels, 
labelled by us as HO to H4 were detected in all of our samples. A representative DLTS spe<> 
trum is shown in Fig.2. 

Properties of the HO trap were not investigated as the temperature position of its DLTS 
peak was beyond our experimental range, i.e. below 77K. 
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The dynamic process of capture and emission of holes by deep traps can be described in 
terms of a capture cross section, cp, and emission rate, ep. The hole emission rates are related 
to capture cross section by detailed balance equation : 

Ef 
) (1) eP=aP vthNvexP(—kT, 

where vft is a thermal velocity of holes, Nv is an effective density of states at valence band edge 
and ET is activation energy for transient emission. In our DLS-82E system the DLTS signal 
peak takes place at temperature where lock-in frequency, f, is related to emission rate by rela- 
tion ep=2.17f. From Arrhenius plot i.e. the plot of experimentally obtained emission rates di- 
vided by square temperature (ep /T2) versus reciprocal temperature (1/T) activation energy 
and capture cross section of a trap can be determined. 

Fig.2. Exemplary DLTS tempera- 
ture scan for Be doped 
Alo.5Gao.5As- Al/Ti/Au Schottky 
contact (taken at f=699 Hz and 
for 5us filing pulse). 

150 200 250 
Temperature [K] 

1 ■ r 

Arrhenius plots for HI, H2, H3 and H4 traps are shown in Fig.3. For H2 trap apparently 
the Arrhenius plots for high field (H2 -H) 4.5 105 V/cm and low field (H2 - L) 1.8 105 V/cm 
are presented. 

Activation energy ET and capture cross section ap calculated from the Arrhenius plots are 
given in Table I. For H2 trap, from the Arrhenius 
plots, we obtained energy activation equal to 0.22 
eV for high field and 0.26 eV for low field. 

In all samples the traps concentrations are of 
the order of 1014 cm"3. Concentration of HI is 
decreasing slightly towards the junction depth 
(from 5 1014 cm"3 to 2 1014 cm"3) whereas for the 
trap H4 it remains nearly constant (about 2 1014 

cm"3) within whole junction region. 
The profile for H3 trap was not measured as it 

was very difficult to extract the value of DLTS 
signal related to this trap from the total DLTS 
signal; however qualitative comparison of corre- 
sponding DLTS signal ( cf. Fig.2) let us evaluate 
that its concentration is of the order of 1013 cm'3. 100CVT 

Fig.3. Arrhenius plots for the traps HI, 
H2, H3 and H4. The straight lines are the 
best least square fit to the experimental 
data. 
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trap Energy activa- 
tion TeVl 

<JP [cm2] 

HI 0.15 5 10-17 

H3 0.40 3 10-14 

H4 0.46 6 10"16 

Table I. Activation en- 
ergy ET and capture cross 
section ap for HI, H3, H4 
traps. 

ELECTRIC FIELD DEPENDENCE OF THE EMISSION RATE FOR H2 TRAP 
In order to study the influence of electric field on the emission rate we applied the double cor- 

relation DLTS method (DDLTS) introduced by Lefevre and Schulz [9]. In our DLS-82E sys- 
tem this method corresponds to the differential DLTS techniqueflO]. These measurements 
were performed by using two filling pulses of the same widths and different heights, Ul and 
U2 . The value of reverse bias UR and A U=U1-U2 was kept constant and chosen in such a 
way that the A U <U1,U2 condition was fulfilled. This way the DLTS signal came from a thin 
slice of the depletion region, ensuring the near uniformity of the electric field. The value of 
electric field was varied by changing the value of Ul voltage within \UR\>U1>0 voltage 

range. For each fixed value of Ul, isothermal DLTS scans i.e. DLTS signal at constant tem- 
perature as a function of a lock-in frequency f were taken.This way we obtained emission rate 
versus electric field intensity dependence . Results are shown in Figure 4. The emission rates 
obey following relationship (solid lines in Fig.4): 

ep = epoexp[a F1/2/kT] (2) 

where F is^the electric-field intensity. The value of a obtained from Fig.4. is equal to 2.3 ±0.1 
10 ((eV) cm/V)"2 at both temperatures. The dependence of emission rate on a square root of 
electric field intensity described by Eq.(2 ) can be interpreted as the consequence of the Poole- 
Frenkel effect. According to the theory of that effect the theoretical value of a for 
Alo.5Gao.5As a= 2.2 IO-4 (eV2cm/V)1/2 [11]. The experimental value of a agrees excellently 
with the theoretical one. Combining Eq.(l) and Eq.(2) one could expect that the trap activa- 
tion energy ET depends on the electric - field intensity F according to the equation: 

ET(F) = ET0 -flF' (3) 
where ET0 is the activation energy in the bulk (i.e. far away from the space-charge region) . 
With the help of above equation and experimentally obtained value of a = 23 10"4 

((eV) cmAO    we calculated for the trap H2 ET0 = 0.37 eV. 
The electric field dependence of emission rate indicates that carrier emission from the trap 

has to be accompanied by acquiring a net charge by the defect , i.e. the H2 trap has to be 
charged upon a hole emission and neutral upon a hole capture. According to our DLTS meas- 
urements emission from the trap H2 in the bulk i.e. D° ->D + h+ transition requires energy 
Ejo — 0.37 eV. 

IRRADIATED SAMPLES 
We have obtained some preliminary results on samples irradiated with He" -ions of 

500keV In Fig.5 we present the DLTS scan both for irradiated and non-irradiated sample. In 
77K - 300 temperature range we observe four traps. For all traps DLTS signal is much higher 
( about one order) then for non-irradiated sample. Two of them (H3 and H4) have the same 
energy activation. The origin of the first DLTS peak in irradiated samples is not clear 



Materials Science Forum Vols. 258-263 1657 

Fig.4. Emission rate determined 
from isothermal DLTS analysis for 
the trap H2 versus square root of 
electric field intensity divided by 
kT product at two temperatures. 

3x10* 4x10" 5x10* 
Fiß/kT   [(V/cm^/eV] 

New trap labelled by us as H5 appears 
on the temperature scan. Its activation energy is evaluated as equal to 0.62eV - 0.77 eV for 
different samples. According to above result we can make a hypothesis that the traps H3 and 
H4 are related to native defects in AlxGai.xAs. 

■4    - 

-6    - 

He++ irradiated 

J_ _L J_ 

Fig. 5. Exemplary DLTS 
scan of He++ irradiated 
sample (taken at f=5Hz and 
for 1ms filing pulse) as 
compared to the non irradi- 
ated one. 

50 100 150 200 250 300 
T[K] 

CHEMICAL TRENDS 
Up to date the results concerning hole traps in AlxGai_xAs are obtained mostly for n type 

materials. All the most important results are collected in [12]. In Fig.6 we have compared our 
results ( x=0.5) with the results obtained by other authors for different Al content [5,12,13,14]. 
In the figure the trap energies are referred with respect to the valence band edge after taking 
into account valence band shift with Al content [15,16]. Zero energy in the figure was taken at 
the energy of the GaAs valence band top. Due to the uncertainty of their origin, deep levels are 
labelled by their activation energy. For our H2 traps we draw the energy in the bulk 

CONCLUSIONS 
In the paper we have presented systematic study of deep levels in Be doped Alo.5Gao.5As by 

DLTS measurements. The DLTS measurements reveal the presence of five hole traps. Proper- 
ties of four traps have been determined. From the measurements of electric field dependence of 
emission rate we established that emission from one level (H2) is strongly electric field depend- 
ent. This dependence was explained in terms of Poole-Frenkel effect, resulting in significant 



1658 Defects in Semiconductors - ICDS-19 

1,0 

0,8 

0,6 

>0,4 

a 0,2 

-0,2 

-0,4 

1      ■      1      '     1 i 

T 

+ irradiated 
■ 

,       • ••• 
X x 

ö + D 

-   0 
■ . 

o + D 
-«* 

■ 
D    - 

- 
EM 

- 

» , 
0,0       0,2        0,4       0,6       0,8        1,0 

Al content 

Fe Lang[14] 

B Lang[14] 

Cu Lang[14] 

A Lang[14] 

-Ev 

[5] 
Our data 

[13] 

[12] 

[12] 

Fig. 6. Trap energies in 
AlxGai-xAs as referred 
with respect to the va- 
lence band edge versus Al 
content., after taking into 
account valence band shift 
with Al content x (solid 
line is Ev = fix) taken 
from [15,16]). Dashed 
line is only eye-guide. 
Vertical line means spread 
among the data for energy 
activation for H5 for dif- 
ferent samples. 

shift of the activation energy with electric field (from 0.22 eV for field intensity 4.5 105 V/cm 
to 0.37 eV for zero field). Preliminary results for irradiated samples show existence of another 
trap of energy activation from 0.62eV to 0.77 eV (for different samples). 

Acknowledgements. MBE-growth and sample processing was made by C.B.Soerensen at the 
HI-V Nano-Lab in Copenhagen. 
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Introduction 

GaN has been recognized as a wide-bandgap, high temperature semiconductor 
material that has important applications in both short-wavelength optoelectronic and 
high power/high frequency devices [1]. Because of lack of lattice matched substrates 
GaN is grown mosdy on AI2O3 or SiC with about 14% or 3.5 % lattice mismatch, 
respectively. This lattice and also the thermal mismatch between the layer and the 
substrate leads to three dimensional growth and a high density of defects. These defects 
are mainly dislocations located at small-angle grain boundaries. However, there are 
other defects e.g. inversion domains (IDs) and nanotubes which appear as straight 
lines in cross-section transmission electron micrographs (TEM) are also visible in plan- 
view [2-6]. In plan-view they have a perfect or slightly elongated hexagonal shape. 
Another defect which looks similar in plan-view micrographs is a pinhole. This 
suggests that some defects that have been assumed to be "nano-tubes" may not be. 

The nanopipes and pinholes appear tohave the same origin [3,7]. Both start with 
a V-shape cone-like feature faceted on (1011) low energy polar planes, and both are 
empty inside. Their presence is not limited to a particular growth method or substrate. 
Furthermore, in GaN there are inversion domains which look very similar to 
nanotubes, they are elongated along the c-axis and they are faceted on (1100) planes, 
but are filled with material having opposite polarity compared to the surrounding 
matrix. They can be easily distinguished by convergent beam electron diffraction 
(CBED). 

It is not clear at this point how a nanotube forms. From the study of SiC one 
could conclude that nanotubes are empty core screw dislocations following the Frank 
model [8], who suggested that a screw dislocation of large Burgers vector might have 
an empty core. The open-core, therefore, should represent an equilibrium between the 
extra surface free energy and the decrease in lattice strain energy. According to Frank's 
model the radius of the hole is proportional to the square of the Burgers vector, e.g. 
r=|i.b^/8jc2y, where r is the radius of empty core, b is the Burgers vector of the 
dislocation, (j. is the shear modulus, y is the specific surface energy. The present TEM 
observations show that although some of the empty holes are associated with 
dislocations [3,9] the radii of the holes have values ranging from a minimum at about 
10 nm. From the Frank equation it can be estimated that the Burgers vector b 
corresponding to an empty hole of 10 nm should be about 4 nm, which is an order of 
magnitude larger than the Burgers vectors observed in these experiments. Therefore, 
the Frank equilibrium model can not explain the presence of these empty holes if one 
takes y/ii ~ 5 xlO-2 nm based on constants for metals. In recendy published data for 
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SiC 1.1 x 10-3 to 1.6 x 10"3 nm were used [10]. These data did agree with 3.3 x 10"3 

nm empirically obtained by Sunagawa [11], but do not agree with values obtained by 
Tanaka [12]. Theoretical estimation of surface energy y for the (1 TOO) and (1120) in 
SiC and experimentally measured values of \i would give values of y/|i ranging from 
1.8 x 10"2 to 2.8 x 10"2 nm [13]. Since elastic constants in GaN are not well 
established the validity of the empty core screw dislocation model is questionable. In 
this paper a different possible explanation will be provided for the formation of 
"hollow" type defects based on the observation of strong growth rate hierarchy in GaN 
for nonpolar and polar growth directions and formation of facets on slow growth 
(1011) planes, especially when growth steps may be poisoned by foreign atoms such 
as oxygen, other impurities or dopants such as: Al, In, Mg or Si. 

Experimental data and discussion 

(Fig. la) shows a typical example of a nanotube in plan-view TEM faceted on 
(1100) planes. The lattice planes visible on this micrograph could be seen only with 
large image defocus suggesting a large depth along the c-axis. Some contrast 
"disturbance" in the central part of this image is coming either from a dislocation 
attached to this hole or from some foreign particle. The sample outside the nanotube is 
much too thick for lattice imaging. Burgers circuits around such a "particle" in many 
cases does not show an image displacement, meaning that if there is a dislocation 
associated with the hole it is a pure screw dislocation. However, there are similar 
micrographs [14] which clearly show an image displacement which establishes the 
presence of an edge dislocation. (Fig. lb) shows an example of two nanotubes formed 
above each other along a screw dislocation. Both these nail-like tubes shown on (Fig. 
lb) are closed on the top along c-planes, however, in the same sample others extend all 
the way to the sample surface. These tubes all start with the V-shape feature on (lOTl) 
polar planes, similar to the pinhole shown in the subsurface area of the sample (Fig. 
lc). Many nanotubes were found to be formed on the top of dislocation half loops 
formed above a GaN buffer grown either on SiC or sapphire (Fig. Id). A much higher 
density of nanotubes were observed on the top of the buffer layer grown on sapphire 
suggesting that oxygen outdiffusion from the substrate may play a significant role [7]. 
Similar observations were provided by another group [6]. It was noticed that these 
tubes were attached not only to straight dislocations along the c axis but were also 
attached to the "arching" dislocations. Since heteroepitaxial layers of GaN always have 
a high density of dislocations, it is difficult to determine if dislocations are always 
associated with the nucleation of these "hollow" defects or if they are attracted to the 
holes later so as to reduce line energy. 

Clear evidence of attraction of a dislocation to the wall of a pinhole was observed 
in a homoepitaxial layer (Fig.2). This figure shows two dislocations attracted to an 
inversion domain and a pinhole. This inversion domain and the dislocations were 
independently originated at the substrate interface but with subsequent growth they 
terminated on the facet of the pinhole. The dislocations then bend toward the hole 
during further layer growth to shorten their length and, therefore, reduce the total free 
energy of the system. Diffraction contrast used for the characterization of these 
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dislocations showed that they were of different types, the lower dislocation closer to the 
inversion domain had a near screw character, while the upper one was lying at a larger 
angle to its Burgers vector.This observation clearly shows that dislocations did not 
originate this pinhole but were later attracted to it. 

Fig. 1. (a) Plan-view TEM micrograph of a nanotube in GaN; (b) Cross-section 
micrograph showing two nanotubes along the growth direction aligned with a screw 
dislocation; (c) Cross-section micrograph showing a dislocation in oxygen rich GaN 
(with mixed edge-screw character) attached to a pinhole; (d) Nanotubes formed above a 
GaN buffer layer grown on sapphire attached to a dislocation half-loop. 

Fig. 3. (a) Pinholes formed in InGaN/GaN; (b) High resolution image of 
MQW's across ä pinhole. Note growth of QW on (1011) planes with different 
thickness (marked by arrows) than along the c-direction. 

From a careful study of the contrast on Fig. 2a one can also distinguish three 
grains of GaN which were formed at the interface (with the inversion domain in the 
center-see Fig.2b- a schematic drawing). From the contrast difference within the 
islands (II and III on Fig. 2a) and above them, observed on the two sides of the 
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inversion domain it can be seen that the layer growth on top of the islands proceeded in 
two directions: along the c-axis and along faceted walls of the islands inclined to the c 
axis. These faceted island walls were parallel to (lOTl) polar planes. By measuring the 
layer thickness t2 on the top of the islands along the c-axis and on the sides of the 
(1011) facets ti one can estimate that the growth rate on these polar planes was about 
2 to 2.5 times slower in comparison to the growth on the c-plane. Bulk GaN platelets, 
are very thin in the c direction compared to their length and width [15]. Measurement of 
these GaN plate dimensions shows that growth in the non-polar directions can be up to 
50-100 times faster than in the polar c-direction. The details of these studies are 
described elsewhere [3,7]. Therefore, growth on (lOTl) is the slowest and any growth 
surface indentation results in (1011) facets that tend to stabilize the hollow indentation 
allowing it to increase in size during further growth. 

Fig. 2. (a) Cross-section of a homoepitaxial GaN layer grown in B polarity 
(direction N to Ga along the c-axis) on bulk GaN. Two dislocations and an inversion 
domain are associated with a pinhole, only the lower part of the sample is shown; (b) 
Schematic drawing of fig. (a) extended to the sample surface. Measurements from the 
full image show that the height of the inversion domain (I) is about half that of the 
surrounding layer t3, showing different growth rates for the two opposite polar growth 
directions. Two subgrains (marked in b as II and HI) are growing on the two sides of 
the inversion domain. Growth proceed_s on these grains with thickness t2 along the c- 
axis and tx perpendicular to the (1011) facets; (c) The same image taken with a 
different diffraction condition. Note the contrast disapperance from the inversion 
domain and that the dislocations and the inversion domain start from two different 
defects present at the interface. 

Our studies show that impurities such as oxygen lead to increased numbers of 
hollow defects. It was observed that the density of nanotubes increased by a factor of 
about 3 (from lxlO7 to 2.7xl07 cm"2) when oxygen concentration changes from 
5xl017 to 4xl018 cm"3, and the number of pinholes changes by almost one order of 
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magnitude from öxlO6 to 4xl07 cm"2. The diameter of nanotubes is changing only 
slighdy from (3-10) nm to (6-12) nm, and the diameter of pinholes changes from about 
100 nm to (300-1800) nm, whereas the density of dislocations remains almost constant 
(1.8 xlO9 to 2xl09 cm-2). This lack of correlation between density of dislocations and 
numbers of "hollow" defects was also observed in Si doped GaN, where a change of 
Si concentration from 9xl016 to lxlO19 cm"3 lead to a decrease of dislocation density 
from lxlO10 to 3xl09 cm"2, whereas density of "hollow defects" increased from 1x10° 
to 7xl07cm"2. 

An even more drastic increase in the formation of pinholes was observed when 
GalnN/GaN quantum wells (QWs) are grown (Fig. 3a). For 20% of In and a thickness 
of 20 periods of QWs the first pinholes started to appear on the second well and then- 
density increases at higher wells. This pinhole formation interrupts the QWs and 
growth proceeds on separate mesas also leading to different thickness of QWs due to 
decreasing growth area. Growth with much smaller rate (Fig. 3b) on the facets of 
pinholes is observed, as previously discussed. This pinhole formation and the change 
of thickness of QW periods, as well as growth on the facet walls is detrimental for the 
device application. 

It was interesting to observe that nanopipes formed within the layer below the 
QWs did not propagate through the QWs. They were all converted into pinholes. This 
shows that it is rather unlikely that a nanopipe is just an empty core screw dislocation. 
All the observations taken together suggest that it is rather an empty space formed due 
to incorporation of foreign atoms that poison growth steps on {1010} nonpolar planes. 

Conclusions 

In conclusion, it has been suggested that the origin of pinholes and nanotubes in 
epitaxial polar materials may be related to growth kinetics on particular crystallographic 
planes, and impurity poisoning of growth steps. Two types of related "hollow" defects 
(pinholes and nanotubes) have been identified in GaN samples. Formation of a 
nanotube appears to require nucleation of a pinhole. Pinhole formation results from 
slow growth rate on polar (1011) planes resulting in the observed V-shape feature, 
with about 60° between the arms, in good agreement with the angle between two 
{lOTl} planes. The pinhole walls_remain on (1011) polar planes but evolution of 
some of these pinholes with {1011} facets into long nano-tubes requires that the 
{lOTl} facets become {1010} facets parallel to the growth direction. Development of 
some pinholes into nanotubes appears to depend on impurity attraction to these hollows 
which can stabilize their growth as tubes along the growth direction. When the impurity 
is depleted a closing of a nanotube is expected due to the normally high growth rate on 
{10T0}. Closing of a nanotube, as observed experimentally, is similar to growth on 
the side edges of a bulk platelet. The diameter of nanotubes change with an increase of 
impurity concentration. For some cases pinholes do not evolve into nanotubes but 
rather continue to grow larger and larger. This was observed experimentally when In 
was added during the growth of quantum wells. Accumulation of In at QW interfaces 
(formation of dislocation loops) would suggest that strain might be one of the factors 
influencing formation of pinholes. However, the formation of pinholes in strain free 
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homoepitaxial layers and as well in the samples with increased oxygen where no 
change of the lattice parameter was observed suggest, that strain is not a necessary 
condition for formation of a pinhole. The experimental observations suggest that 
impurities or dopant elements play a major role in the nucleation of pinholes and in their 
development into nanotubes. Elimination of these defects may be possible with 
sufficient impurity reduction. Inversion domains, however, which appear similar to 
nanotubes, particularly in plan-view but are filled with material of opposite polarity 
probably do not depend on the presence of impurities or dopant atoms. They are 
usually formed at the substrate/GaN layer interface either at a surface step or dislocation 
loop. 
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Abstract. The two-line structure of the photoluminescence (PL) emission from quantum wells 
(QWs) of nominally undoped II-VI and III-V semiconductors is often related to a simultaneous 
observation of free and bound (typically neutral donor bound) excitons. In this work we discuss 
defect-related recombination processes in doped and undoped quantum well structures of II-VI and 
III-V semiconductors. We show that trapping of free excitons by donor impurities is relatively 
inefficient in typical quantum well structures, which show at low temperature PL emission of either 
localized (by potential fluctuations) or quasi-localized excitons. Bound excitons are preferentially 
formed in such structures under excitation conditions which generates free electrons and holes. 

Introduction 

A two-line photoluminescence (PL) spectrum from a given quantum well (QW) is often observed 
in nominally undoped QW structures of II-VI and III-V semiconductors [1]. Such a PL structure is, 
in most of the cases, related to a simultaneous observation of free (FE) and neutral donor bound 
(DBE) excitons [1]. In this work we discuss the properties of DBEs in QW structures of 
CdTe/CdMnTe, ZnCdSe/ZnSe and GaAs/AlGaAs. Mechanisms of the DBE formation are discussed 
and are compared to those observed in bulk samples. 

Excitonic processes in heterostructures of II-VI and III-V semiconductors 

In bulk samples of II-VI and III-V semiconductors the DBE exciton is formed by either a subsequent 
trapping of an electron and then a hole, or by trapping of a free exciton (FE). The latter process is 
enhanced in bulk samples by the polaritonic process, which limits the radiative decay rate of FEs. If 
the process of FE trapping is efficient, the decay time (xäec) of the FE PL should depend on the 
concentration of donor species (ND), which may be described by a simple equation: Tdec=Trac! 
(l+CtrapXradNu)"', where TraCi is the radiative decay time of the FE, and ctrap is the trapping rate of the 
FE by a neutral donor. Thus, with an increasing donor concentration a shorter decay time of the FE 
PL should be observed. 

We have verified this dependence by studying the PL emission of a unique two QW (16 monolayer 
(ML) and 30 ML wide) CdTe/CdMnTe structure 5-doped with In in the middle of the QWs, with the 
doping level varying in four steps within the length of the sample. The so-called wedge QW 
structures contained an undoped region, with some inadvertent contamination, a lightly doped (0.03 
of Nd

max) region, a moderately doped (0.1 of Nd
max) region and a relatively heavily doped region, 

with the doping level Nd
max ~ 1012 cm"2. For such structures we could study the properties of FE and 
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DBE excitons at different doping levels moving the excitation spot within the length of the same 
sample. 
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Figure 1: 2 K PL spectra from the 8-doped 16 ML wide CdTe QW in the wedge CdTe/CdMnTe 
structure. The PL was measured at three spots with different doping level. 

In Fig. 1 we show the PL spectrum measured for the 16 ML wide QW at three different spots. For 
the undoped region of the QW a single-line PL spectrum is observed, due to the FE emission. 
Already for the weakly doped region of the structure the DBE PL becomes dominant. These two 
emissions are replaced by the broad free-to-bound (donor - free hole) PL in the heavily doped region 
of the structure. The PL kinetics of the FE and DBE emissions was measured by moving the 
excitation spot within the length of the sample (the z direction in figure 2). The results of this 
experiment are shown in Fig. 2 for the 16 ML and 30 ML wide QWs, respectively. 
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Figure 2: Dependence of the decay time of the FE emission in 16 ML (left) and 30 ML (right) QWs 
in the doped wedge CdTe/CdMnTe structure. The doping level varies within the length of the 
sample in the z direction. 

The decay time of the DBEs in these structures is fast, of the order 150 ps. The FE decay is 
comparable, or slightly shorter. Fig. 2 shows that for the 16 ML wide QW the PL decay time of FEs 
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shortens in the doped regions of the structure. (The scatter in the corresponding data in Fig. 2 is due 
to a weak FE PL peak in the doped samples, which makes the evaluation of the corresponding decay 
times less accurate). For the 30 ML wide QW the PL decay time of FEs is practically constant, i.e., 
it does not depend on the doping level. This means that for the same sample and for the same 
doping level the FE PL from the narrower QW shows the expected dependence on the doping, 
whereas the PL from the broader QW is doping independent. 

To explain this puzzling observation we performed detailed PL kinetics investigations. We observed 
an important difference in exciton properties for the 16 ML and 30 ML wide QWs. For the narrower 
QW the excitons behaved as they were not localized even at 2 K, but for the 30 ML wide QW 
excitons were localized at low temperature. A similar situation we found in several structures 
studied by us separately [2]. The above result suggests that exciton localization may be responsible 
for the observed weak link between FE and DBE excitons in the 30 ML wide QW. In fact, if the 
localization of the FE can occur before it can be trapped by donor impurities present in the QW 
plane the two excitonic emissions (FE and DBE excitons) can decouple. 
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Figure 3: PL spectrum of the two-QW (8 nm and 14 nm wide) ZnCdSe/ZnSe heterostructure 
measured at three different excitation conditions indicated in the figure. The two lower energy peaks 
(2.50 eV - 2.51 eV) are associated with the 14 nm QW, while the peaks in the region 2.52 eV - 2.53 
eV relate to the 8 nm QW. The full curve (—) is obtained under nonresonant excitation. 

We verified the above suggestion on the influence of exciton localization on the FE-to-DBE 
transfer link by performing PL investigations of several CdTe/CdMnTe, ZnCdSe/ZnSe and 
GaAs/AlGaAs heterostructures. In Fig. 3 we show the PL spectrum observed for a two-well 
ZnCdSe/ZnSe heterostructure with 8 nm and 14 nm wide ZnCdSe (12 % of Cd) QWs. By selecting 
proper excitation conditions we could excite either the FE or the DBE PL from the 14 nm wide QW. 
For this QW excitons were localized at 2 K, the temperature at which the PL spectrum shown in 
Fig. 3 was taken. The fact that the resonant excitation (into the light hole (LH) FE peak) of the FE 
results only in the FE emission confirmed our suggestion that FE and DBE excitons can decouple in 
QW structures with relatively rough interfaces. 

Previous PL kinetics investigations of similar ZnCdSe/ZnSe structures showed that excitons start to 
delocalize at about 40 - 50 K [3]. We performed PL excitation measurements to verify whether 
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exciton delocalization will result in an efficient FE-to-DBE transfer link. In Fig. 4 we show the PL 
spectrum for two excitation conditions measured at 20 K and 50 K. The 20 K spectrum shows 
separate PL emissions of FE and DBE excitons for two different excitation conditions, i.e., the 
results are identical with those taken at 2 K. However, at a further increased temperature (50 K in 
Fig. 4) the DBE emission can be observed under resonant excitation of the FE excitons. Delocalized 
excitons can now be trapped by neutral donor species, i.e., the FE-to-DBE transfer link is re- 
established by exciton delocalization. 
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Figure 4: PL spectra observed at 20 K (left) and 50 K (right) of the ZnCdSe/ZnSe QW structure 
with 8nm and 14 nm wide QWs, measured at two different excitation conditions. 

Similar results were also obtained for GaAs/AlGaAs heterostructures, even though only quasi- 
localized excitons were observed there at low temperature. In Fig. 5 we show the PL emission from 
a 25 ML wide GaAs QW, from a sample showing the appearance of QW regions with a width 
different by 1 ML from the nominal [4]. Similarly to the results obtained for the II-VI 
heterostructures, we observed either FE or DBE emission under different excitation conditions (Fig. 
5). The latter emission partly overlaps with a free-to-bound (FB) transition at the low energy wing. 
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Figure 5: 2 K PL emission from a 25 ML wide QW in the GaAs/AIGaAs structure, measured at two 
different excitation conditions. The solid line represents FE PL from the 25 ML wide QW regions. 
The broken line shows DBE and FB (at the low energy wing) emissions observed under excitation 
into the continuum of e-h states. 
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The relevant question, which should now be answered, is what are the excitation conditions under 
which either FE or DBE emission can be observed separately. We already mentioned that the FE 
emission is observed under resonant excitation conditions into heavy (HH) or LH hole FE states. 
The conditions for the preferential observation of the DBE emission remained unknown in previous 
work, however. We measured PL excitation spectra for the II-VI and ni-V heterostructures studied 
in this work, to clear this point. In Fig. 6 we show the PL excitation spectrum measured for the 
GaAs/AlGaAs structure discussed above. The excitation spectrum shown in Fig. 6 was obtained for 
the detection set at the two partly overlapping PL emissions of FE and DBE excitons from the 25 
ML wide QW regions. Two sharp structures, due to the resonant excitation into the HH peaks of the 
FE in the 24 ML and the 25 ML QW regions, were observed indicating an efficient inter-QW 
exciton migration [4]. At lower energy a broad PL excitation peak is observed related to the 
excitation into the continuum of electron-hole states. This peak was observed only for the detection 
set at either the DBE or the FB PL. For the detection set at the peak of the FE PL only HH and LH 
peaks due to FEs in the 24 ML and the 25 ML wide QW regions were observed in the low energy 
part of the excitation spectrum. 
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Figure 6: PL excitation spectrum of the QW PL emission from the 25 ML wide QW regions 
measured for the GaAs/AIGaAs structure. The spectrum was measured by setting the detection at 
the partly overlapping PL emissions of FE and DBE excitons in the 25 ML wide QW regions (Fig. 
5). 

These PL excitation studies confirmed our suggestion on a very weak FE-to-DBE transfer link in 
the heterostructures with relatively rough interfaces. The PL excitation spectrum shown in Fig. 6 
demonstrates also another difference between excitonic emissions in bulk samples and in QW 
structures. We observed (also for the II-VI heterostructures) that excitation creating free electrons 
and holes preferentially results in DBE formation. Only a weak FE emission is observed under such 
excitation conditions. The separate DBE emissions, shown in Figs. 3-5 above, were excited under 
such conditions. 

Concluding this point we show that the FE and DBE formation mechanisms in QW structures are 
different from those known in bulk samples. Due to exciton localization the transfer link between 
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FE and DBE excitons is inefficient at low temperatures. In turn, excitation of free carriers results 
mostly in formation of DBE and not FE excitons. This point is rather important. In several cases 
nonresonant excitation conditions are used in PL studies of QW structures. If free carriers are 
generated under such conditions we can observe a very enhanced DBE emission even for nominally 
undoped QWs. We may thus incorrectly conclude on a heavy contamination. 

Another condition for the enhanced DBE emission was observed by us for the GaAs/AlGaAs 
heterostructure having QW islands with the width varying by 1 ML from the nominal width. If the 
islands are small, as compared to a typical diffusion distance for the FE excitons, excitons generated 
in QW regions of a smaller width will escape to the QW regions of the nominal thickness and will 
recombine there. Then only a weak, if any, PL from the narrower QW regions is expected. 
However, if they are trapped at donor impurities before they can migrate to the wider QW regions, 
the DBE PL from the QW islands can be observed. This is why the PL emission from the islands 
can be dominated by the DBE emission (Fig. 7). 
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Figure 7: PL spectrum of the GaAs/AIGaAs heterostructure measured at 2 K and for excitation 
resonant into HH peak of FE excitons in the 24 ML wide QW islands. 
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Abstract. We studied nitrogen doped ZnSe and ZnSSe epilayers grown on p-GaAs substrates by 
MBE using deep-level transient spectroscopy and admittance spectroscopy. Three major hole traps 
T1-T3 were observed with energy levels at 0.11, 0.46, and 0.56 eV from the valence band. Similar 
energy levels were observed in ZnSSe:N except that Tl was at 0.12 eV from the valence band. We 
attribute Tl to a nitrogen acceptor which controls the p-type conduction in the materials. A crude 
estimation of the 0.11 eV trap concentration obtained from the data shows correlation with the free 
carrier concentration due to nitrogen. The two remaining levels may originate from the nitrogen 
doping process. 

Keywords: II-VI, ZnSe, ZnSSe, p-type, MBE, DLTS, Admittance, Nitrogen 

Introduction 

In the effort of making blue-light emitting devices using II-VI large band gap materials it is well 
known that the doping of ZnSe epilayers by nitrogen causes difficulties in obtaining good p-type 
conductivity due to a compensation effect [1]. The highest concentration of electrically active 
acceptors obtained in N-doped p-type ZnSe is limited to about 1018 cm"3 in samples grown by 
molecular beam epitaxy (MBE) [2,3]. Photoluminescence measurements have shown a creation of 
new deep donors due to nitrogen complexes in such samples [4] as nitrogen is introduced. So far, 
optical methods have mainly been used to study the nitrogen level which is responsible for the p- 
type conductivity in ZnSe epilayers. Reports on electrical measurements on nitrogen doped ZnSe 
are few and energy levels introduced by nitrogen in the band gap have not been measured directly by 
electrical method. A binding energy of a nitrogen acceptor of about 110 meV has been determined 
from photoluminescence by many groups. In this work, we report on hole traps present in N-doped 
ZnSe and ZnSSe grown by MBE which were measured by deep-level transient spectroscopy (DLTS) 
and admittance spectroscopy (AS). In particular the acceptor level related to nitrogen was 
investigated. We finally discuss the series resistance usually encountered in this kind of material 
and its effect on the capacitance measurements. 

Experimental Details 

The ZnSe and ZnSSe samples were grown by MBE on GaAs substrates. For p-type doping, a 
nitrogen plasma source was used and the RF plasma power was changed between samples to have 
different incorporation of nitrogen. The ZnSe:N epilayers with thickness of 1 um were grown 
without GaAs buffer layer onto p+-type GaAs (100) substrates at a growth temperature of 250 - 300 
°C. The growth rate was 0.5 um/h. The ZnSSe:N layers were grown under similar conditions with 
20 nm thick ZnSe:N buffer layer onto GaAs substrate. The sulphur content was 6 - 8% and the 
epilayers are therefore lattice matched to the GaAs substrate. The DLTS measurements were 
performed using 1 MHz Boonton B72 capacitance meter and an Innovance D20 DLTS signal 
processor. Schottky diodes with diameter 1 mm were made by evaporating Au onto the ZnSe 
epilayer and ohmic contacts by evaporating Au-Zn alloy or using In-Ga onto the GaAs substrate. 
The acceptor concentration (NA-ND) determined from capacitance-voltage (C-V) in the studied 
samples ranges between 2xl016 and 5xl017 cm"3. 
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The equivalent electrical circuit of the resulting structure consists of two barriers: a Schottky barrier 
diode (SD) formed at the Au/p-ZnSe junction, and an isotype p-ZnSe/p-GaAs heterojunction (HJ). 
Because of a large valence band discontinuity in the HJ (> 1 eV) there is a depletion region on the 
wide band-gap side, i.e., in the ZnSe layer. The same analysis is valid for ZnSSe/GaAs structures. 
Current-voltage characteristics taken at low as well as room temperature systematically show the 
back to back diode behavior typical of structures of this kind. Consequently, it is difficult to 
estimate the series resistance (Rs) of the samples. However, due to the low hole mobility in ZnSe 
[5] and defects due to the mismatch in the heterointerface, a high Rs is generally expected. If the 
leakage current is reasonably low the junction conductance G can be neglected, and the measured 
capacitance Cm is related to the depletion region capacitance C as: Cm =C/[l+(coRsC)2], where a is 
the pulsation of the ac test signal. Broniatowski et al. [6] showed that if (a>RsC)2 > 1 the amplitude 
of the DLTS peak is reduced, and finally the capacitance transient may exhibit a sign reversal. In 
our samples, a capacitance of about 250 pF was measured. Hence, if Rs is larger than about 500 Q, 
which is quite likely in these samples, the effects on the DLTS observations are not negligible. 
When (a>RsC)2 is small Cm can be close to C. A practical way to fulfill this condition is to measure 
Cm at low co, because the other parameters are characteristic of the sample. In our DLTS set-up the 
capacitance meter works at a fixed frequency /= 1 MHz, thus it was necessary to confirm these 
measurements by AS studies at different frequencies. 

Results 

Figure 1 (a) shows representative DLTS spectra measured from a nitrogen doped ZnSe epilayer. In 
the measurement a reverse bias of Vr = 5 V, a carrier filling pulse of 3 V and a DLTS rate window 
of T = 2x10-4 s were used. There are three dominant peaks in the DLTS spectrum labeled Tl, T2 
and T3 from the lowest to the highest temperature, respectively. It is clear from the spectra that all 
of them originate from hole traps. The trap apparent activation energy Et and the apparent hole 
capture cross section apoo calculated from the equation of detailed balance and shown in Table 1. 
Close values were measured for the ZnSSe samples. For Tl scattered values of Et ranging from 
some 94 to 130 meV were obtained. 

Et crnx> 

T2 0.46 eV lxlO-15Cm2 
T3 0.56 eV 3xl0-15cm2 

Table 1. DLTS results for ZnSe epilayers. 

The capacitance transient at low temperature at which this peak is observed is not purely 
exponential, as can be seen in Fig. 2. This non-exponential behavior seems to be a characteristic of 
this peak since it is observed in all samples. A typical capacitance transient is composed of an 
initial rapid decay followed by a subsequent long transient. This behavior may explain the range of 
Et values observed for this trap. Since the calculation of Et from DLTS analysis supposes that the 
capacitance transient varies exponentially with time, apparent Et values which may be erroneous are 
measured when this condition is not well satisfied. There are several possible reasons for a 
capacitance transient to be non exponential : (i) an electric-field dependence of the trapped charge 
emission, (ii) the presence of several energy levels with similar emission rates, and (iii) trap density 
of the same order as that of the free carriers. Possibility (i) can be checked by performing DLTS at 
different values of reverse bias at the same rate window. In case of an electric-field dependence of 
the trap emission a temperature shift of the DLTS peak should be observed. For Tl no such shift 
did occur, indicating that the emission from Tl is not field dependent. To check condition (ii) we 
repeated DLTS under different conditions in order to separate peaks in the case there are more than 
one  trap, but always observed a single peak, which indicates the presence of only one trap. 
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Figure 1: DLTS signal from a Au/p-ZnSe:N junction from three samples: a) #490, b) #519 and c) 
#522. The inlet shows an Arrhenius plot for trap Tl. 
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Figure 2: DLTS transient recorded at the Tl Figure 3. Conductance vs temperature for the 
trap showing the non-exponential behavior. N-doped ZnSe sample. /= 10 KHz. 

However, the possibility of several traps with too close emission rates to be separated in the DLTS 
spectrum cannot be completely excluded. Due to the strong signal observed for peak Tl, it is very 
likely that the non-exponential behavior also arises from the high concentration of the trap. 
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Furthermore, fitting of data showed that the second portion of the capacitance decay may well be 
approximated by an exponential curve. Wang et al. [7] showed that the problem of a trap with a 
high concentration is then equivalent to that of low concentration when t » l/en, where t is the 
time and en is the trap emission rate. Then the corresponding part of the transient must be 
exponential with the true emission rate. This result fits our data for Tl well. Therefore, exploiting 
only this tail of the transient, we deduced the values of Et and apo0 for Tl shown in Table 2. 

ZnSe 
ZnSSe 

«L °boo 
112meV 
125 meV 

>pco 

2xl0"18cm2 

4xl0-19cm2 

Table 2. DLTS results for the trap Tl. 

At low temperature the capacitance increases with a long time constant when the filling pulse is 
applied, sometimes accompanied with a sign reversal of the subsequent transient. This is most 
likely caused by a high value of Rs. Therefore, when using the DLTS peak height to calculate the 
trap concentration, erroneous values may result since the presence of Rs tends to reduce the peak 
height. For these reasons the concentration of Tl estimated from DLTS to about 1016 cm"3 has to 
be regarded a lower limit for the trap concentration. 
Due to the departure from the conventional DLTS conditions, it is interesting to check the reliability 
of the results, especially in the low-temperature range of the spectra. Admittance spectroscopy 
provides some improvements to conventional DLTS: (i) it is possible to overcome problems arising 
from Rs by measuring the sample admittance at lower frequencies, and (ii) it is convenient to 
investigate levels with a high concentration [8]. Figure 3 shows the temperature dependence of the 
conductance of a ZnSe sample measured at 10 KHz. A clear peak is observed at low temperature. It 
is due to a hole trap since only majority carrier traps are observed in AS. The Arrhenius plot of this 
peak fits well to the DLTS data for Tl. Hence, we conclude that they are identical. 

l.e+16 

l.e+16 l.e+17 

NA-ND 

Figure 4: The variation of the concentration of Tl and T2 estimated from DLTS versus the free hole 
concentration. Data are obtained from both ZnSe:N and ZnSSe:N. 
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The origin of the Tl peak is further demonstrated by the three different curves shown in Fig. 1, 
obtained from three different samples, #490, #519, and #522, having similar doping levels. The 
level of incorporated nitrogen can be estimated from photoluminescence measurements of the 
donor-acceptor pair (DAP) emission [4] where increasing nitrogen incorporation results in a shift 
from shallow DAP to deep DAP emission. Sample #490 showed only a shallow DAP emission 
while sample #519 and #522 showed a deep DAP emission, demonstrating more nitrogen 
incorporation. We have obtained a crude estimatiton of the concentration of Tl from the DLTS 
peak height in several samples with doping levels ranging from 3xl016to5xl017 cm'3. The 
samples were measured under same reverse bias, carrier filling pulse and DLTS rate window as 
shown in Fig. 1. The variation of the estimated concentration of Tl versus the free carrier 
concentration p of the corresponding sample is shown in Fig. 4. The trend clearly shows that the 
concentration of Tl is increasing with p. Measurements for T2 do not show such a strong 
correlation, supporting that Tl peak is due to nitrogen acceptor. 

Discussions 

In some samples the capacitance versus temperature spectra measured at different frequencies 
present at low temperature a structure which is composed of at least two slopes. Also the 
corresponding conductance spectra present rather a broad peak in the same range of temperature. 
This behavior may confirm the hypothesis that there are two levels close in energy with similar 
concentrations. 
An acceptor level at around Ev+0.U eV has been observed in photoluminescence and attributed to 
nitrogen. We ascribe Tl to the same acceptor level for reasons of its ionization energy and its 
correlation with the free carrier concentration in the samples. Indeed, Tl due to its high 
concentration is considerably influencing the hole carrier density in the material. In case there are 
two energy levels with similar activation energies, as discussed above, this could mean that nitrogen 
acceptor atoms are present in slightly different configurations in the host material. It is difficult to 
speculate about this point since even in normal conditions of DLTS it is not convenient to 
investigate a high concentration energy level. 
Hole traps with activation energies similar to T2 and T3 have also been reported in the literature 
[11,12]. It has been suggested that these traps involve nitrogen impurities. The fact that the density 
of these traps is significant, even comparable to trap Tl leads us to suggest that they are related to 
the nitrogen doping process. At this point we are not able to speculate on their origin without 

further studies. 

Conclusions 

In summary, nitrogen-doped p-type ZnSe and ZnSSe epilayers grown by MBE were investigated 
using standard DLTS and admittance spectroscopy measurements. Three major hole traps are 
observed. The low-temperature level with an apparent activation energy of 0.11 eV in ZnSe and 
0.12 eV in ZnSSe is attributed to a nitrogen acceptor. This is the first report of observation of the 
nitrogen level in p-type ZnSe epilayer observed by DLTS. The remaining two (at Ev + 0.46 eV and 
Ev + 0.56 eV) may originate from the nitrogen doping process. 
This research was supported by the Icelandic Research Council and the University research fund. 
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Abstract. Two new Auger-type processes, related to transition metal impurities in H-VI 
compounds, are identified from the studies of photoluminescence and magnetic resonance 
spectroscopy of doped bulk ZnSe crystals and CdTe-based quantum well structures containing 
chromium. It is shown, that for bulk ZnSe crystals the two-center Auger process enhances capture 
rates of free electrons by iron Fe3+ ions. For quantum well structures containing chromium excitonic 
Auger effect is a dominant mechanism of nonradiative recombination. 

Introduction 

Transition metal (TM) impurities such as iron, chromium or nickel are known to be efficient centers 
of nonradiative recombination in wide band gap H-VI compounds [1]. We have shown [2] that for 
ZnS and ZnSe bulk crystals the so-called bypassing process is responsible for high efficiency of the 

(b)- 

—TM 

(C). 

-TM 

CB 

_L     Cri+*+ 

Fe3+/2+ 

VB 

Figure 1: Model of TM-related nonradiative recombination processes in bulk ZnS and ZnSe 
crystals. Visible DAP recombination is deactivated by either (a) electron (e) - hole (h) trapping via a 
TM ion, instead of by donor (D) and acceptor (A) centers active in radiative recombination, or (b) 
by Auger-type energy transfer process from recombining DAP to TM ion, which is ionized in a 
consequence of the transfer. In (c) we show the model of two-center Auger process discussed in the 
text. 
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deactivation of the visible photoluminescence (PL) by TM ions. By the bypassing process (Fig. 1 
(a)) we mean here a recombination of free electrons and holes via TM ion and not via centers active 
in radiative recombination transitions, e.g. in donor-acceptor pair (DAP) transitions resulting in 
visible PL of ZnS and ZnSe. Our previous PL excitation studies shown that electron/hole capture 
by Fe and Cr ions is mostly a nonradiative process. Majority of the excess capture energy is 
dissipated without radiative emission. For Fe ion in ZnS only an infrared 5T2 - 5E emission of Fe2+ 

was observed following electron capture by Fe3+ ions [3]. It was assumed, thus, that capture process 
results in energy dissipation by emission of optical phonons. Even though, the quantum yield of the 
process, which requires a dissipation of a large (1-2 eV) energy via multi-phonon emission, is 
expected to be very small, a very efficient bypassing process was observed [2]. In this paper we 
discuss a new type of the Auger effect related to iron and chromium ions, which is an "additional" 
channel for the energy dissipation during the capture process. This process enhances the overall 
efficiency of the bypassing mechanism and may explain, otherwise puzzling, high efficiency of this 
process in ZnS and ZnSe. 

In addition to the bypassing process, the three-center Auger-type process (shown in Fig. 1 (b)) was 
also observed [2]. In this process the energy of recombining DAP is transferred to a nearby TM ion 
and is used for TM ionization. However, for bulk ZnS and ZnSe samples this process is by far less 
efficient than the bypassing process. In this work, we discuss TM-related recombination processes 
in quantum wells (QW) containing chromium ions. We show that the Auger-type energy transfer 
process, analogue of the one in Fig. 1 (b), is responsible for nonradiative recombination of excitons 
in QW structures. 
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Figure 2: Decay kinetics of the photo-generated ESR signals of Cr+ (left) and Fe3+ (right). 

Two-center Auger effect in ZnSe bulk crystals 

We performed light induced electron spin resonance (ESR) and photoluminescence (PL) 
investigations of bulk ZnSe crystals. These crystals were intentionally doped with iron, to the 
concentration varying from 1017 to 4xl018 cm"3, and contained manganese, chromium and copper 
ions as unintentional impurities. In the ESR study we observed before illumination the ESR signal 
of Mn + ions. Under illumination with 2.3 eV photon energy and at low temperature (below about 
100 K) the ESR signals of Fe3+ and Cr+ were photo-generated. Both these photo-generated signals 
decayed slowly after turning off the light. Spectral dependencies of the ESR signals excitation and 
photo-quenching were studied, but will not be discussed here. Instead we will analyse the kinetics of 
the decay of the ESR signals observed after turning off the light. The measured kinetics, shown in 



Materials Science Forum Vols. 258-263 1679 

Fig. 2, can be described by a two exponential function: exp(-t/Ti) + exp(t/t2), suggesting the 
existence of two relaxation mechanisms. The slow component of the decay, which is not purely 
exponential, we observed in several cases. This component of the decay was related to tunneling 
transitions of the type: hole on acceptor - Cr+ ion or electron on donor - Fe3+ ion. We believe that 
similar processes describe the slow component of the decay of ESR signals in the present study. 

The temperature dependence of the fast component of the decay time was measured. Both for Cr 
and Fe ions the n time exhibits an activation behaviour, with the activation energy about 8 meV for 
both ESR signals. The same activation energy was found from the temperature dependence of the 
visible DAP emissions (green and red) observed by us in the PL studies and was explained by a 
thermal ionization of shallow donors, which are active in radiative DAP recombination. Thus, we 
also relate the fast component of the decay of ESR signals to a thermal ionization of shallow donors. 

The Fe3+ ESR signal should be quenched, once shallow donors are thermally ionized. This is due to 
efficient electron trapping by Fe3+ centers (bypassing process). However, the Cr+ ESR signal should 
be enhanced under such conditions. This we observed for intentionally Cr doped crystals [4]. Cr + 

ions relatively efficiently trap electrons thermally ionized to conduction band (CB) [4] and in 
consequence the Cr+ ESR signal rises as long as electrons are induced to the CB. This is followed 
by a slow decay of the ESR Cr+ signal, which is due to the mentioned above Cr+ -> acceptor 
tunneling. Instead, we observe a decrease of the ESR signal with the kinetics of the decrease which 
reflects the kinetics of the decay of the Fe3+ ESR signal. To explain these experimental data we 
propose a new mechanism - a two-center Auger recombination, in which Cr+ ions are ionized as a 
consequence of transfer of the excess energy of electron capture by Fe3+ ions. In fact, this 
mechanism (shown in Fig. 1 (c)) leads to a simultaneous decay of both Cr+ and Fe3+ populations and 
its temperature dependence is controlled by a thermal activation of electrons from shallow donors to 
the CB. Based on the present experimental results we propose that the Auger process, of the type 
described above, is responsible for a high efficiency of the bypassing process for TM ions. 
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Figure 3: 2 K PL spectrum of the multiple (CdTe,CdCrTe)/CdMgTe QW structure containing two 
CdTe QWs and two Cr containing CdCrTe QWs. 
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Nonradiative recombination in (CdTe,CdCrTe)/CdMgTe heterostructures 

For bulk II-VI samples the bypassing process is responsible for deactivation of PL emission by TM 
ions. The present study suggests that a high efficiency of this process may be explained by the 
Auger-type mechanism of carrier trapping by TM ions. The relevant nonradiative processes in TM 
doped QW structures remained unknown, so far. Below we discuss such processes in QWs 
containing Cr ions. The (CdTe,CdCrTe)/CdMgTe heterostructure studied was grown by molecular 
beam epitaxy and was a multiple QW structure consisting of two CdTe QWs (30 monolayers (ML) 
and 6 ML wide) and two CdCrTe QWs (20 ML wide, grown at 1050 °C Cr cell temperature, and 12 
ML wide, grown at 1110 °C Cr cell temperature). The resulting concentration of chromium in the 
latter two QWs remains unknown, but it was increasing with an increase of the Cr cell temperature. 
QWs were separated by CdMgTe barriers. 

In Fig. 3 we show the PL spectrum of the (CdTe,CdCrTe)/CdMgTe heterostructure studied. Free 
excitonic emission is observed from each of the QWs. However, intensity of this emission is 
strongly reduced for QWs containing Cr ions. 
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Figure 4: Dependence of the intensity of the QW PL in (CdTe,CdCrTe)/CdMgTe heterostructure on 
excitation intensity. PL intensity from different QWs is normalized to be equal at the highest 
excitation intensity. 

Dependence of the PL intensity on excitation intensity was measured (see Fig. 4). Up to relatively 
high excitation intensities PL rises linearly and then saturates and starts to decrease. The latter we 
relate to the sample heating expected for high excitation intensities and focussed light used by us. 

PL kinetics was measured under a 2 ps long pulsed excitation. The results of PL kinetics 
experiments are shown in Fig. 5. We observed a dramatic shortening of the PL decay times from 
490 ps (30 ML wide) and 320 ps (6 ML wide) for the CdTe QWs to 200 ps (20 ML wide) and 75 ps 
(12 MLwide) for the CdCrTe QWs. The shortest PL decay time was observed for the QW with the 
highest Cr contents. 
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Figure 5: PL kinetics measured at 2 K for CdTe and CdCrTe QWs in the (CdTe,CdCrTe)/CdMgTe 
heterostructure studied. 

The experimental results described above indicate a strong deactivation of the PL from QWs 
containing Cr. The obvious question is what is the nature of the quenching mechanism of the 
excitonic emissions. Based on the analogy of the results obtained for the bulk samples, we 
considered the bypassing process (Fig. 1(a)) and the Auger process (the analogue of the one shown 
in Fig. 1 (b)) as the processes responsible for the PL quenching. For the bypassing process the 
photo-generated free electrons and holes in a QW are trapped by chromium ions and thus they do 
not form free excitons. For the Auger process, excitons are efficiently formed but later on they 
decay nonradiatively, due to the energy transfer to Cr ions, which are ionized in the process. 

To get a deeper insight into the problem we solved a set of kinetic equations describing rise and 
decay of the PL emission either in the absence or in the presence of chromium ions. These kinetic 
equations were solved under some simplifying assumptions. We have assumed that chromium 
related processes are the only channels of nonradiative recombination and only two processes 
mentioned above (the bypassing process and the Auger process) are efficient. We have also assumed 
that the absorption coefficients for the ionization transitions of chromium are small compared to 
coefficient of free carrier generation in QWs. Solution of the kinetic equations is given in the Table. 

Recombination process PL intensity PL decay time 

FE transition TRIa TR 

Bypassing process (CxTR/CcrnVcCrP)  (I CC)3/2/NCr TR 

Auger process TRO+CAtRNcr)"1 I a TR(l+CAT.RNcr)"1 
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Where: I - light intensity, TR - radiative decay time of excitons, ex - exciton formation rate, NQ- - 
chromium concentration, CA - Auger transfer rate, ccr

n,p - capture rates of electrons (n) and holes (p) 
by Cr ions 

Solving the kinetic equations (see Table) we have found that it is possible to distinguish 
experimentally between two types of chromium-related nonradiative recombination processes. In 
the case of the efficient bypassing process the PL intensity is reduced, but the PL decay time 
remains unchanged. Whereas, in the case of the dominant Auger effect we expect both the reduction 
of the PL intensity and the shortening of the PL decay time. Moreover, the analysis of the kinetic 
equations yields the next difference between the Auger and the bypassing processes. For the Auger 
type transition we expect linear dependence of the PL intensity vs. excitation intensity (I). For the 
bypassing process this dependence is super-linear, i.e., it varies as I3'2. 

The present experimental results indicate that the excitonic Auger effect is efficient chromium- 
related PL quenching mechanism. The bypassing process, dominant in the bulk samples, is here less 
important. To get a "rough" estimation of the efficiency of the Auger transition we employed 
Inokuti - Hirayama theory of the resonant energy transfer [5]. Treating the chromium concentration 
Ncr and the critical transfer radius Ro as the fitting parameters we obtained that Ncr ~ 1019 cm"3 and 
that Ro ~ 20-30 Ä. Such value of the critical transfer radius means that the Auger process is efficient 
only if one or more of Cr ions is located within the Bohr radius of the exciton. It remains to be 
checked if the low efficiency of the Cr-related bypassing process can be explained by a relatively 
low efficiency of free exciton formation under excitation of free e-h pairs in QW structures with 
rough interfaces [6] or in fact is due to enhanced role of the Auger processes in low dimensional 
structures. 

Concluding, we show here that the Auger-type processes play a crucial role in nonradiative 
recombination processes in both bulk and QW structures of II-VI semiconductors doped with TM 
ions. These processes are shown to be especially efficient in QW structures containing chromium, 
where they are responsible for the quenching of excitonic recombination transitions. 
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Abstract. We present the first findings of the quantized conductance, EPR-EDEPR and NMR tech- 
niques which reveal the spin-dependent confinement and quantization phenomena in the silicon quan- 
tum wires created by electrostatically ordering of the self-assembly dipole boron (B+-B~) centres. 
These C3v symmetry dipole impurity centres are regularly arranged along the edges of self-assembly 
longitudinal and lateral quantum wells (LQW and LaQW) which are naturally formed in the p+- 
diffusion profile inside ultra-shallow silicon n+-p+-p and n+-p+-n structures. A negative magneto- 
resistance that is evidence of the spin-dependent weak localization in self-assembly quantum wells at 
low electric fields is studied. The presence of natural quantum-size contacts inside self-assembly 
quantum wells is exhibited using the quantized conductance technique in weak magnetic fields. 

1. Introduction. 

Dopant diffusion in silicon is known to be controllable by adjusting the fluxes of self-interstitials and 
vacancies emerging from monocrystalline surface, which stimulate the kick-out and dissociative va- 
cancy diffusion mechanism, respectively [1]. By varying the parameters of the surface oxide layer, 
the Cl levels in the gas phase and diffusion temperature, it was possible to define the criteria leading 
to parity between these two mechanisms. The deceleration of the diffusion process thus achieved has 
permitted, for the first time, the fabrication of ultra-shallow n+-p+-n transistor structures with quan- 
tum well (QW) p+-base diffusion profile, the depth of which could be controlled using the SIMS 
technique over 5 nm-30 nm. The cyclotron resonance investigations and current-voltage (CV) meas- 
urements at different angles between the diffusion profile plane and the bias voltage show that the p+- 
diffusion profiles obtained under parity between two diffusion mechanisms consist predominantly of 
self-assembly longitudinal quantum wells (SLQW), whereas self-assembly lateral quantum wells 
(SLaQW) oriented along the <111> and <100> crystallographic axes dominate in the p+-diffusion 
profile realized respectively by the kick-out and dissociative vacancy diffusion mechanism [2]. 

The present work reports on studies of the spin-dependent weak localization in SQW obtained inside 
ultra-shallow silicon n+-p+-p and n+-p+-n structures. The quantized conductance technique reveals the 
dynamic quantum wires due to the electrostatically ordered dipole (B+-B")-centres which are ar- 
ranged along the edges of SQW. Finally, natural quantum-size contacts inside SQW are exhibited by 
the negative magnetic resistance measurements in weak magnetic fields. 

2. Preparation of ultra-shallow silicon n+-p+-p and n+-p+-n structures. 

Short-time diffusion of boron and phosphorus has been performed at 900°C and 1100°C, respective- 
ly, from gas phase into p- and n-type Si(100) wafers (Figs. 1 a and b). The working and back sides of 
the wafers were previously oxidized using the thermal oxidation process. Impurity doping was done 
on the working side of the wafers after covering the oxide overlayer with mask and performing the 
subsequent photolithography. The additional use of a high Cl level in the gas phase leads to homoge- 
neous distribution of boron inside the p+-base diffusion profile in the n-type Si(100) wafer (Fig. lb). 
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3. Results and Discussion. 

3.1. Self-assembly dipole boron (B+-B) centres. 

Fig. 1: Ultra-shallow SIMS diffusion pro- 
files obtained during subsequent diffusion 
of (1) boron and (2) phosphorus dopants 
at diffusion temperature of 900°C and 
1100°C, respectively, in (a) p-type Si 
(100) wafer with N(B)=3.5-10M cm"3 and 
thick oxide overlayer and in (b) n-type 
Si(100) wafer with N(P)= 2-1014 cm3 and 
thin oxide overlayer. 

The cyclotron resonance studies show that the p+-diffusion profile obtained in the p-type Si wafer 
with a thick oxide layer consists of both SLQW and SLaQW, whereas the presence of a thin oxide 
layer and high Cl level causes predominantly the formation of SLQW inside the p+-diffusion profile 
obtained in the n-type Si wafer [2], Thermo-emf and tunneling CV measurements demonstrate that 
reconstructed centres of dopants at the edges of self-assembly quantum wells represent the C3V sym- 
metry dipole defects of the (B+-B")-type, which are ordered by an applied external electric field (Fig. 
2) [3]. Therefore, the field associated to the dipole centre's ordering seems to be taken into account 

in order to present the spin- 
splitting of both the valence and 
conduction bands for spin-flip 
single-particle excitation stud- 
ies. This spin splitting caused 
by the impurity dipole ordering 
can be revealed by the EPR 
(Fig. 3) and weak localization 
(Fig. 4) studies. 
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construction of a shallow accep- 
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B')-centrcs as a result of the ne- 
gative-U reaction: 2B°->B++B" 
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The dipole (B++B") model of the charge correlations in SLQW and SLaQW allows to account for a 
strong angular dependent new EPR-line (Fig. 3), the observation of which in the X-band and low 
temperatures depends on cooling conditions and demonstrates pyroelectric behavior of heavily doped 
p+-diffusion profiles. This EPR line clearly exhibits metastable behavior. No signals are observed if 
the p+n junction is cooled down without external magnetic field. Angular rotation patterns are meas- 
ured only after cooling down in the external magnetic field and the amplitude of the signals as well as 
the resonance fields are dependent on its value and crystallographic orientation. With increasing tem- 
perature, the line observed changes its magnetic resonance field position and disappears at 27 K 
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Fig. 3: New EPR line obtained for the ultra-shallow p+-diffusion profile consisting of SLaQW after cooling 
down in an external magnetic field Bc,, applied in different crystallographic directions. Bex, | <110> (a), I 
<112> (b)J<l 11> (c,d). The p+-diffusion profile was prepared in n-type Si(100) wafer at 1100°C without 
previous oxidation. Rotation of the magnetic field in {110}-plane perpendicular to a {100}-interface (0°, 
180° = B«, I interface, 90° = Bextl interface), v = 9.45 GHz, T = 14 K (a,b,c) and T=21 K (d). 

which is the temperature for the thermal ionization of phosphorus donor centers in the n-type region 
of the p+n junction. The EPR signal is really persistent in the temperature interval from 3.8 K to 27 K 
as a function of the magnetic field value during cooling down process. These new line effects may be 
explained in the framework of the dynamic magnetic moment which is induced by the exchange inter- 
action of the trigonal (B+-B")-dipoles through the phosphorus donor centres close to the p*-diffusion 
profile. The principal orientation of the impurity dipole axis is determined by the reconstruction of 
dopants along the <111> crystallographic axis. 

3.2. Spin-dependent weak localization. 

A weak localization effect is due to the interferences along a closed coherent path between two pro- 
pagating waves *F+(R) and x¥. 
(R), one being the time-rever- 
sed of the other increase the 
back scattering probability by 
a factor of 2 because these 
waves come back in phase. As 
a result, the conductivity 
along SQW is decreased: this 
effect is known as a weak lo- 
calization (Fig. 4 a). The cor- 

Fig. 4: Temperature dependencies of the resistivity of the p+-diffusion rection A°WL to the  conduc- 
profile consisting of SQW, which was prepared at 900°C in p-type Si tlvlty can be obtained "sing 
(100) wafer with N(B)=3.5-10l4cm-3 and thick oxide overlayer (see Fig.l cIassical description of diffb- 
a, curve 1); (a) low electric field; (b) strong electric field. s'on (trie inelastic length L«, is 
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supposed to be much larger than the mean free path /c): 

AawL=-(4e2/h)-log(iy/c) ( 1 ) 

When a transverse magnetic field is applied, the time-reversal invariance is broken. The phase of the 
two waves around a closed loop is modified in the same way as in the Aharonov-Bohm experiment, 
i.e. by ±27tO/O0 =S/(/B)

2 (where 0=BS is the enclosed flux, O0 =h/2e is the flux quantum, and 
/B=(h/eB)1/2 is the magnetic length). The backscattering is reduced, because the loops with the area 
larger than (/B)

2 are added classically in average. A negative magnetoresistance is observed (Fig. 5a). 
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Fig. 5: The variations of the resistance at T=77 K with an magnetic field B applied to the 2D hole gas in 
SQW inside ultra-shallow p+-diffusion profile (see Fig. la, curve 1) under the application of the external 
electric field along the SQW plane (a) and different NMR saturation conditions of the 29Si nuclei determined 
by the strength of the microwave fiddH, (b). (a) 1 - U=0.07V; 2 - 0.13V; 3 - 0.22V.; (b) U=0.07 V, 
H0=0.02 mT;/o'=545 Hz; H,:     (1): OmT, (2):   0.4-10'5mT,   (3):   1 -lO^mT,        (4): 5-10"5mT. 

But, if the spin influence will be taken into account, the probability of the return to the origin is a 
sum of the probabilities calculated for each component of the spinor v|/= (V|/T, \|/A). The value ob- 
tained is lower than the classical return probability. Thus, if there is some spin-orbit coupling which 
rotates the spin components, the backscattering is reduced instead of being increased. This is related 
to the fact that upon a rotation by 2rc the radial part comes out in phase, whereas the spin part comes 
out with a phase shift by n. The product is phase shifted by an odd multiple of n. The conductivity is 
therefore enhanced if compared to the result of a calculation which neglects the coherence effects. 
The phenomenon is the weak antilocalization in the weakest magnetic fields (Fig. 5a) [4]. The C3V 
symmetry dipole centres could also give an additional contribution to this effect by the influence on 
the spin-splitting value in both the valence and conduction band. Besides, spin nuclear polarization 
can be induced in the weak localization regime as a result of the hyperfine interaction between 29Si 
nuclei with 1=1/2 (natural abundance 4.7%) and the holes in quantum wells, which decreases 
additionally the mobility of holes. The experimental test on the contribution of this effect to the 
antilocalization phenomenon represents the magnetoresistance measurements under the nuclear 
magnetic resonance (NMR) saturation of the 29Si nuclei, which demonstrate the positive/negative 
transformation of its value in weak magnetic fields (Fig. 5b). The electrically-detected NMR of the 
29Si nuclei verify the nuclear spin polarization by the corresponding shift of the resonance frequency 
A/ = fa -fa which is determined through the resonance condition with the nuclear magnetic field 
values (Ho'-Ho), where H0'= Ho + HL + Hn and H0 is the external magnetic field, HL = 0.0176 mT is 
the local field of the 29Si nuclei and Hnis the hole field on neighbour lattice nuclei. The observed shift 
of the NMR frequency of A/= 385 Hz (H0 = 0.02mT) in these measurements seems to be due to the 
electrically- induced polarization of the 29Si nuclei. 
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3.3. Dynamic quantum wires. 

The logarithmic temperature dependence of resistivity has revealed a weak localization regime of 
two-dimensional hole gas (Fig. 4a), which is transformed in the quantum wire system under the vol- 
tage applied along both self-assembly SLQW and SLaQW (Fig. 4b). Thermo-emf and tunneling CV 
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Fig.6: The quantized conductance (QC) at 77 K vs crystallographically-oriented drain-source voltage applied 
along the [001] (a,c) and [011] (b) crystallographic axes in the SQW plane inside ultra-shallow p+-diffijsion 
profile (see Fig. la, curve 1). 

measurements demonstrate that these quantum wires seem to be created by the electrostatic confine- 
ment potential of self-assembly dipole (B++B")-centres which cause a correlation gap in the density of 
states of the hole gas in SQW [3]. The quantized conductance measurements for different crystallo- 
graphic directions has revealed dynamic quantum wires with semitransparent redouts that contribute 
to the process of hole's backscattering (Fig. 6). The relation AE-At~h is found to be carried out, 
thereby confirming the number of redouts that take part in the backscattering of holes: where 
AE=eAU, AU is the period of the current step in Figs. 6a and b; Ax=2//v, / is the distance between 
two semitransparent redouts, which is equal the width of the quantum wire and corresponds to the 
distance between two neighbour impurity dipoles. The valley's effect on the quantized conductance 
is also exhibited (Fig. 6b) that is in a good agreement with the prediction by the Landauer formula. 
The quantized conductance technique has also identified new near-eadge resonances that appear in 
the I(V) dependence and are due to the hole scattering on single iron-related centres because of the 
interaction between the d-levels and minibands in quantum wires (see Fig. 6c). 

3.4. Natural quantum-size contacts 

SLQW obtained in the p+-diffbsion profile with homogeneous dopant distribution (Fig. lb) are found 
to be exhibited only single fluctuations in the correlation gap value [3]. Therefore, the dynamic quan- 
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Fig.7: A single plateau in the drain-source Ids-Uds characteristics (a) and gate-voltage Ids-Ug characteristics 
(b,c) of the quantum wire in SLQW inside the ultra-shallow p+-diffusion profile (see Fig. 1 b, curve 1), which 
reveal the single hole (curve 1 in (a), (b)) and Cooper pair (curve 2 in (a), (c)) tunnelling through the natural 
quantum-size contact by the positive (Ug > 0) (c) gate voltage applied to the QW n+-p+-n silicon transistor 
structure in the field-effect regime. 
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turn wires induced electrostatically in such SQW are of great interest as a basis of single hole tran- 
sistor structures [3]. The double step in the current plateau and corresponding changes in the period 
of current oscillation vs the gate voltage demonstrate that the single fluctuation in a correlation gap 
value can be present as the Josephson's quantum-size contacts which seem to be responsible for the 
hole pair tunnelling at 77 K and single-hole tunnelling process at 300 K (e=C -AUg; 2e=C -2AUg) 
(Fig. 7). This model has been shown to be confirmed by the temperature dependence of the resis- 
tance of the QW p+-diffusion profile, which is due to the thermal excitation of single holes and allow 
to determine the correlation gap value as A«44 meV (R~Ro-exp(-A/kT + A/kTc)). 
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Fig. 8: The current variations with the magnetic field applied to the Si quantum wire containing a natural 
quantum-size contact (a) and parallel natural quantum-size contacts (b). The insert depicts the quantum wire 
with single (a) and two parallel (b) quantum-size contacts. E | [001]; Uds = 0.11 V; T=77 K. 

The presence of the natural quantum-size contacts in the Si dipole quantum wires is demonstrated to 
induce the sinusoidally varying quenching at applied external magnetic field: 

I ~ Io • sin (7t<J>/<J>o)/ (rcO/Oo), (2) 

where <J>0=h/2e; 0=AB-S; S=d(d+X); d is the width of the quantum wire (see Fig. 8a).The parallel 
quantum-size contacts are also formed inside quantum wires during impurity dipole ordering, which 
are responsible for the current enhancement in a weak magnetic field as a result of the natural 
SQUID structure creation (see Fig. 8b): 

Iraax = 2I0 • I cos(7iO/O0) I ( 3 ) 

Finally, the temperature and magnetic field dependencies of the magnetic susceptibility show a strong 
diamagnetism as a correlation gap arises, which confirm additionally hole pair tunneling mechanism 
[3]. 

4. Summary 

Spin-dependent confinement and natural quantum-size contacts have been shown to be revealed in 
dynamic silicon quantum wires created by electrostatically ordering dipole boron (B+-B')-centres. 
These C3V symmetry dipole impurity centres have been found to be arranged along the edges of self- 
assembly quantum wells that are exhibited in a weak localization regime. 
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Abstract. InSb self-assembled islands have been grown by epitaxial deposition on InP 
substrates, and the effect of an annealing process has been studied. Transmission electron 
microscopy and atomic force microscopy observations have been performed before and after 
annealing the InSb islands in order to assess the effects on the dot morphology and on their 
distribution on the wafer surface. Measurements of high-energy electron diffraction during 
the growth indicate a three-dimensional growth beyond the onset of 1.1 InSb monolayer 
deposition, obtaining InSb islands. It has been confirmed that the annealing process after the 
InSb deposition improves the dots quality. Whereas as-grown islands have a relatively 
inhomogeneous shape, the annealed sample has a uniform distribution of well defined dots. 
Dots are slightly elongated along the [110] direction. In both cases the substrate surface has 
developed an anisotropic undulation parallel to dot elongation direction. Raman 
measurements show a more intense peak in the annealed dot spectra confirming the formation 
of better quality islands. 

Introduction 

Self-organisation processes of atomic species on substrate surfaces have become a promising 
method to obtain low dimensional structures such as quantum dots or wires. The capability of 
obtaining these nanostructures, exhibiting the properties of carrier confinement, without the 
need of additional technological processes, often inducing size limitations, make them a 
promising way to fabricate optoelectronic devices [ 1 ]. The most usual method to achieve 
good quality quantum dots is based on the three-dimensional growth of III-V materials when 
deposited on mismatched substrates. In low mismatched systems, thick layers are grown 
before the three-dimensional growth takes place due to the lower energy related to strain or, 
in most cases, an assortment of defects originated at the interface relaxes the layer allowing it 
to growth in a two-dimensional mode. Conversely, higher lattice mismatch leads to an earlier 
transition from layer by layer to island growth, or to a direct three-dimensional growth. Some 
studies have been reported devoted to the growth of quantum dots based on several 



1690 Defects in Semiconductors - ICDS-19 

combinations of III-V materials such as InAs, InAlAs, InGaAs or InP on GaAs [2-5] with 
low lattice mismatch. Recently the studies have been extended to systems with a higher lattice 
mismatch such as InSb on GaAs [6-8] or InSb on InP [9]. 
In the present work, the effects of the annealing on InSb dots grown by atomic layer 
molecular beam epitaxy (ALMBE) on InP substrates are studied, paying special attention to 
changes in dot size, surface density, relaxation state and optical properties before and after 
the annealing. 

Experimental 

An amount of InSb equivalent to 2.8 monolayers (ML's) was deposited by ALMBE on two 
pieces of a semi-insulating (OOl)InP substrate at a temperature of 410°C, maintaining the 
group V element pulsed to enhance the surface migration. Previous to InSb deposition, InP 
oxide was desorbed at 490°C and a 500 ML thick InP buffer layer was grown. In order to 
know the growth evolution and assess if the InSb follows a Stransky-Krastanov or a Volmer- 
Weber growth mode, i.e. initial layer by layer growth followed by a three-dimensional 
growth or directly island formation, high-energy electron diffraction measurements during the 
deposition were performed, indicating a transition from two-dimensional to three-dimensional 
growth mode in the onset of the 1.1 ML's. A sample was annealed at 440°C during 500 s to 
evaluate the effects of this process. 
In order to compare the morphology and distribution of the dots over the substrate surface, 
transmission electron microscopy (TEM) and atomic force microscopy (AFM) measurements 
were performed with a Philips CM-30 Electron Microscope operating at 300 KV and a 
Nanoscope III Multimode AFM Digital Instruments operating in tapping mode, respectively. 
Samples for electron microscopy were prepared in cross section configuration by 
conventional methods of mechanical polishing and final Ar+ ion mill, in a cooled stage, until 
perforation. Raman measurements were also performed to assess the influence of the 
annealing on the dot quality. 

Results. 

Figure 1. AFM images of the as-grown sample (a) where it is difficult to distinguish InSb island 
from InP substrate, and the annealed sample (b) where well defined quantum dots can be observed. 
In both cases a highly directional undulation is found at the substrate surface 
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AFM results show meaningful differences between the as-grown and the annealed samples as 
can be observed in fig. 1. In the former case it is difficult to distinguish the dots from the 
substrate surface: the surface has developed an anisotropic wavy-like surface, which has been 
previously observed in similar samples [9], that makes very difficult the identification of the 
islands which are flat and without clear facets limiting the structures. On the contrary, well 
defined InSb islands are found in the annealed sample, with an acceptable regular distribution 
over the surface and homogeneous sizes. 
Notice that the dots are slightly elongated in the direction [110] parallel to the hillocks and 
valleys of the  substrate  surface,  which conserve the undulation after the  annealing. 

9-2 
Measurements based on AFM images provide a result for the dots density of 7.4-10 cm , a 
mean height of 10 nm, mean size of 50 ran for the [110] direction and 33 nm for the [110] 
direction. 
AFM results are confirmed by 
TEM  observations.   Moreover 
we      can      obtain      further 
information about the structure 
of as-grown  dots.   Observing 
the fig. 2a we can realise why 
we could not distinguish the 
dots in the AFM images: it is 
clear from this image that the 
height and length of the dots 
are comparable to that of the 
substrate     undulations.     This 
image also shows the presence 
of   three-dimensional    defects 
inside the InSb structure, i.e. 
the dot is composed by several 
disorientated crystals separated 
by plane boundaries indicated 
by arrows in fig. 2a. On the 
other hand, annealed dots (fig. 
2b) have better crystal quality. 
They are faceted by a (001) top 
plane and {111} lateral sides, 
with  a  shape  that  allows  to 
distinguish it perfectly from the 
undulations.      Moreover     no 
extended   defects   are   found 
inside the InSb, that appears as 
a     single     crystal.     Notice, 
nevertheless, that an array of 
misfit dislocations is placed at 
the     dot/substrate     interface, 
which relaxes the strain induced by the large lattice mismatch (10.4%). Some mechanisms 

Figure 2. High resolution TEM [110] images of an as-grown 
dot (a) and annealed dot (b). In the former case some defects 
can be found inside the InSb island. Observe the faceting of 
the dot in the later case. 
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have been proposed to explain the nucleation of such array based on the generation of 
dislocations as dot growth proceeds [ 12]. 
These morphological differences affect the optical properties of dots as can be checked in the 
raman spectra of both types of samples (fig.3). A more intense peak is found for the annealed 
sample due to the better quality of the islands. 
From the presented results it seems that the growth follows a Stransky-Krastanov mode 
because, as the RHEED results indicate, a transition from two-dimensional to three- 
dimensional mode is produced when the equivalent amount of 1.1 ML InSb is deposited. 
Despite this fact, there is no evidence, from high resolution TEM images, of the existence of 
a wetting layer connecting the dots. Moreover calculations based on the size and density of 
annealed dots, show that there is not enough material after island formation to have a 
remaining wetting layer. Thus, the final configuration is similar to that obtained following a 
Wobler-Weber growth mode (direct three-dimensional growth of islands). This behaviour 
could be explained taking into account that the energy related to the strain in the growth of 
InSb on InP is high. Calculations based on the Van der Merwe model show that the critical 

thickness below wich an InSb layer may be 
grown coherently on an InP substrate is a 
10% of the thickness corresponding just to a 
monolayer. Thus it is likely that the energy 
related to the initial single monolayer of 
InSb monitored by RHEED is too high and 
that it could be in a metastable state, 
achieved thanks to the controlled kinetics of 
the growth during the ALMBE process. 
It is clear from AFM and TEM images that 
a regular distribution of dots with a 
truncated pyramidal shape is 
thermodynamically preferred after the 
annealing, i.e. it is a configuration which 
minimises the energy, but it is necessary to 
introduce the annealing process to enhance 
the atom kinetics that allows the atomic 
species to have an increased diffusivity over 
the surface, and reach a state in which the 
InSb is developing bigger islands. Instead, 
in the paper of Kosogov et al. [2] the effects 

Figure 3. Raman spectra of both as-grown (a) and 0f the annealing of capped InAs quantum 
annealed (b) samples. An intense peak is found for dots   on  GaAs   are   Teported>   fmding   an 

island?' "^ dUe t0 the better qUaHty °f InSb increment on dots size but no change in 

shape. In our case, the absence of a cap 
layer could lead to an enhancement of surface diffusion and to the formation of truncated 
pyramidal dots with low-index facets, {111} for lateral sides and a (001) top plane. Another 
consequence of the annealing is the better crystalline quality, reducing the amount of defects 
inside dots. 
The last point to be commented on is the origin of the surface undulation. It could be already 
observed before the annealing, and this process does not introduce qualitative changes in the 

Raman shift (cm'1) 
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rugosity morphology. Thus the substrate roughness should have been produced (i) during the 
InP buffer layer growth as it may happen depending on the deposition technological 
parameters in homoepitaxial growth [11,12], or (ii) during the InSb deposition. In the later 
case, the ripples would be the result of strain fields of elongated dots. The dot elongation [9] 
could be explained following the paper of Tersoff et al. [13]. In this paper it is shown that for 
sufficient atomic diffusion on the surface, islands tend to grow with a square shape until a 
critical size is reached. Beyond this limit, they become enlarged to minimize the total energy. 

Conclusions 

In summary, the effects of an annealing treatment on the morphology and optical properties 
of quantum dots have been studied. Although there is island formation before the annealing, 
the improvement in dot quality after this process has been demonstrated, obtaining regularly 
distributed dots with truncated pyramidal shape and homogeneous sizes. On the other hand, 
thermal treatment also affects the optical properties, since more intense peaks appear in 
Raman spectra for the annealed sample. 
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Abstract. 
Magnetic resonance techniques constitute a powerful tool for the investigation of the properties of thin 
magnetic layers and superlattices (SL's). In this paper we present results where the EPR of isolated 
paramagnetic centers, that of pairs and that of strongly interacting spins is used for the investigation of 
the spatial distribution of strain, dipole fields and of magnetic ions, i.e., for interdiffusion in SL's. In 
particular, we study SL's of the type PbTe/EuTe and CdTe/MnTe. 

Introduction. 
Recent progress in molecular beam epitaxy and in characterization techniques allows to grow thin 
films also of magnetic materials with monolayer (ML) control in combination with layers of diamag- 
netic semiconductors [1]. This kind of combination allows to control electronic and magnetic proper- 
ties and to "design" the interaction between carriers and magnetic ions [2]. A range of new devices 
can be envisioned to result from such structures, e.g., by combining magnetic memories and logic 
circuits. In order to study such interactions, multilayer structures or superlattices of magnetic and 
diamagnetic layers are grown and studied as a first step since they provide sufficient sensitivity in 
many experimental techniques which require some minimum number of layers or particles. Superlat- 
tices (SL) also allow to investigate the influence of geometrical order and strain as compared to alloys. 

The investigation of magnetic properties in low dimensions has received considerable attention re- 
cently also because of basic interest in the influence of dimensionality e.g. on magnetic structure and 
phase transitions[3,4]. For such investigations, the perfection of the interfaces is much more critical 
than for the electronic properties of low d systems since the relevant magnetic interactions are of 
shorter range, extending mostly only to the interatomic distances or second nearest neighbours. 
Therefore analytical tools are needed to investigate the interface properties on a monolayer scale for 
which no standard method exists at present. 

Magnetic resonance experiments permit the investigation of numerous details as known already from 
three dimensional (3d) crystals like the chemical identity of paramagnetic centers, their configuration 
in the lattice, their electronic properties and details of the wavefunction of bound carriers. In SL's, 
there are various signals observed in EPR with peculiarities due to the 2d situation which can be used 
to learn about the magnetic properties in low dimensions but also to characterize the perfection of the 
SL. In particular, CdTe/MnTe and PbTe/EuTe SL's have been investigated with respect to the anti- 
ferromagnetic phase transition which occurs on cooling below the Neel temperature [4,5]. The phase 
transition manifests itself in EPR by a critical broadening of the paramagnetic signal which consists of 
a single broad line. Below the Neel temperature an antiferromagnetic resonance is seen. 

In this paper, we restrict ourselves to the investigation of three types of EPR signals due to: 

I. isolated magnetic ions, which appear in the diamagnetic layers due to diffusion, 
II. pairs of magnetic ions, which appear there if the concentration is higher, 

III. strongly interacting spins in the paramagnetic phase of the magnetic layers. 
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These different spectra allow us to evaluate a number properties of the SL. In particular, the relative 
amplitudes depend on the details of the SL structure and on the degree of interdiffusion of the layers 
which are a few monolayers thick only. 

2.0 Experiment:     I. Spectra of isolated magnetic ions. 

Most of the information derived from EPR of isolated magnetic ions is contained in the fine- (FS), 
and the hyperfine- (HFS) structure of the spectra. The HFS reflects the chemical nature of the mag- 
netic centers and it is not affected by the reduced dimension. The FS, however, is sensitive to the 
local  distribution  of  strain,   ex- 
change and magnetic fields. 

Usually, FS and HFS can be re- 
solved only if the concentration of 
magnetic ions is less than 1%. If 
the FS is resolved, deviations from 
the cubic symmetry manifest them- 
selves by a finite D parameter in the 
FS part of the Spin Hamiltonian, 
D-Sz

2, which vanishes for cubic 
symmetry. This term can be used to 
detect small strain as it has been 
demonstrated already in 3d layers 
of HgSe:Fe [6] and PbTe:Mn [5], 
where strain in relaxed layers re- 
sults from different thermal expan- 
sion coefficients of the GaAs sub- 
strate and the HgSe layer and the 
fact that the strain relaxation is a 
thermally activated process that 
stops below some temperature [6]. 

For EuTe/PbTe superlattices, we 
observe the well resolved FS and 
HFS due to isolated Eu in the PbTe 
wells. Like in the case of PbTe:Mn 
and HgSe:Fe, the FS splitting 
shows deviations from the angular 
dependence expected for cubic sur- 
rounding. The values for the D parameter which is thus evaluated, vary from sample to sample. They 
have values of up to 1 mT. The g-factor, in contrast, does not show any measurable anisotropy - the 
latter is much smaller than expected because of shape anisotropy. The linewidth of the different SHF 
lines is bigger for the outer parts of the spectrum. This feature results from the fluctuation of the D 
parameter as shown in Fig. 1. 

For MnTe/CdTe SL's, we are not able to detect the FS satellite lines because of excessive broadening. 
Nevertheless we detect the narrow central FS lines since broadening e.g. due to strain does not occur 
for them. As a consequence HFS is well resolved in these samples. 

II. Pairs of magnetic ions. 

Pairs of magnetic ions give completely different spectra as compared to the isolated ions. For pairs, 
the HFS corresponds to the coupling of the paramagnetic moments to two equivalent nuclear spins, 
whereas theFS reflects the symmetry of the pair, determined by the anisotropic coupling between the 
two interacting electronic spins. Pair spectra can be resolved for x > 0.5 %, for which the probability 
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for finding pairs becomes appreciable. 
For x>3%, however, bigger clusters 
occur which prevents the resolution of 
the individual parts of the spectra and a 
single broad line without any resolvable 
structure is seen. 

Mn pairs in 3d layers of CdTe were 
analysed and a singlet ground state 
(S*=0) is found. EPR is seen thus only 
of two excited states: the triplet state 
(S*=l) located at 2J = kBT„ with 
Tt=14 K, and a quintet (S*=2) at 6J. 
All 11 HFS lines are seen correspond- 
ing to the 11 possible relative orienta- 
tions of the two nuclear spins (1=5/2). 
The angular dependence of the fine 
structure reflects the D2d symmetry of 
the pair. The fine structure covers a 
range of 0.6T. 

Eu   pairs   in   the   PbTe   layers   of 
EuTe/PbTe superlattices are observed 
for a wide thickness range of the dia- 
magnetic PbTe layers (3..30 monolay- 
ers (ML)). The FS spreads over a range 
of 0.2 T. As compared to Mn pairs in 
CdTe, the main difference comes from 
the ferromagnetic coupling of the two Eu ions. The ground state is thus 15 fold degenerate (S*=7) and 
14 FS lines result for each of the 6 non-equivalent orientations of the Eu pairs. The complexity of the 
resulting FS prevents an unequivocal assignment of the Spin-Hamilton parameters but the amplitude 
of these spectra provides a tool to investigate diffusion of Eu into the PbTe wells. 

III. EPR of strongly interacting spins. 

For concentrations of magnetic ions of a few percent only a single broad EPR line is seen. In that case 
the microscopic contributions to magnetic anisotropy are averaged and the only resulting anisotropy is 
that of the mean g-factor. So far, we have investigated three types of superlattices: MnTe/CdTe, 
CdjMn^Te/CdTe and EuTe/PbTe and data for EuTe are given in Fig. 2. In Fig. 2 we plot the inverse 
anisotropy field HA defined below as a function of temperature. This presentation was chosen to dem- 
onstrate the Curie behaviour. 

As we discuss below this g-factor anisotropy originates mainly from the magnetic dipole field and it 
depends on the diffusion profile in the SL. 
3. Magnetic dipole anisotropy 
Anisotropy results from two effects namely the crystal field due to electrostatic interaction with neigh- 
bours and the dipole field due to other magnetic moments in the sample. If the total dipole field acting 
on a chosen spin depends on the magnetization direction then the resonance field for given frequency 
depends also on the direction of the external field. The difference of the dipole field for two charac- 
teristic directions (in the present case in-plane and perpendicular) is called the anisotropy field, HA. In 
SL's, there are three contributions to the anisotropy of the dipole field, namely: (i) shape anisotropy, 
(ii) the mean anisotropy of individual monolayers and (iii) microscopic fluctuations. 

Fig.2: g-factor anisotropy, presented by the inverse aniso- 
tropy field, for two EuTe/PbTe superlattices (100 periods, 
thickness ratio: 4/12 (triangles) and 7/21 (squares), respec- 
tively) as a function of temperature. Values are given also for 
a homogeneous 3d EuTe layer (dots). The dotted line gives 
the limit of complete interdiffusion. 
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The shape anisotropy (i) is determined by the macroscopic shape of the sample. For a layered struc- 
ture, where the sample thickness is much smaller than the in-plane dimensions, the difference in the 
demagnetisation factors is 1 and the shape anisotropy is given by: 

Hl=M=(x)gnB(s)/V0 (1) 

where M is sample magnetisation, <x> is mean composition of magnetic ions with a magnetic mo- 
ment guB<S>, and V0 is the volume of the elementary cell. 

The shape anisotropy field is effective for all three types of EPR (isolated impurity (I), pairs (II), and 
strongly coupled spins (III)) in the same manner. In the paramagnetic phase, shape anisotropy is im- 
portant if the mean composition of the magnetic phase exceeds a few %. 

As shown by our numerical simulation of the dipole field distribution in a SL the anisotropy field of 
each monolayer is different This individual layer anisotropy (ii) is evaluated by the summation of all 
magnetic moments within a sphere of mesoscopic dimension. The result is determined by the mag- 
netic composition of the layer under consideration, xi( the mean composition of the structure, <x>, 
and that of the nearest neighbouring ML's, xi±1. Thus, in SL's we have to treat a profile of this field 
which is directly related to the composition profile. For a smooth composition profile the individual 
layer anisotropy becomes simply proportional to the difference between the layer composition xi; and 
the mean composition of the structure <x>. As a result, the total dipole anisotropy field contributions 
due to shape and the individual layer is well approximated by: 

Hi=xignB(s)/v0 (2) 

The same expression holds for a thin disk with a composition Xj. Within the diamagnetic wells, the 
two contributions due to individual layer anisotropy and that due to shape are found to cancel each 
other. So, the anisotropy field acting on the magnetic impurities (type I) which diffuse into the semi- 
conducting well is negligible. The resonance frequency of impurities and the g-anisotropy in an ul- 
trathin diamagnetic well is thus not affected by the neighbouring magnetic layers as we have observed 
in PbTe:Eu in 2d and in isolated Mn in CdTe in 2d. 

Spins located in the vicinity of an interface are additionally affected by the surface anisotropy which is 
also of magnetic dipole nature. For a sharp interface the surface anisotropy is: 

HSA=° Jq gHB(s) (3) 

where 5« 1 and it depends on the type of cry stallographic plane. For (100) in simple cubic lattices, we 
obtain 0 = 0.07827. 

When the magnetic anisotropy of the type (III) is measured, each layer has a different contribution to 
the mean anisotropy of the coupled spin system. The magnetic anisotropy averaged over all ML's is 
proportional to the square of the layer composition (since each contribution is weighted by the number 
of resonating spins in the layer). Considering also the effect of the surface anisotropy we obtain the 
following expression for the total magnetic anisotropy of the type (III) spectra: 

/ 

HA 1+- 
5 \ 

mP ». 

i        I \\8HB(S)   /\8HB(S) 
(Xeff-(*))—^+(X)-^ (4) 

where m,, is the SL period (this term reflects the number interfaces per mean layer), and the effective 
layer composition is the mean value of the square of composition of the individual layers and: 

Xeff^E^/jxi (5) 
i       /   i 

The second term in Eq. (4) stands for the shape anisotropy. 
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The experimental data for the anisotropy field in Fig.2 show clearly that samples with the same aver- 
age concentration <x> and the same shape show quite different slope. From these data x^ is evalu- 
ated as single parameter. 
Fluctuations of the local dipole field are caused by the stochastic distribution of magnetic im- 
purities in the vicinity of resonating spins. Their effect is well known as the dipole broadening of the 
resonance linewidth. The contribution to the second moment of the resonance line decreases with the 
6th power of distance, so the broadening of the line width is proportional to the mean concentration of 
magnetic moments, where the averaging should be done within the close vicinity only. In short period 
SL' s, however, where the distance between the centre of the well and layers of high x; is a few ML's 
only, the magnetic layers affect dipole fluctuations in the diamagnetic well. 

The resulting so-called dipole-dipole broadening affects every type of resonance. But the broadening 
increases with the local concentration of magnetic ions. It is smallest for type (I) but it dominates the 
fluctuation of D. The broadening is strongest for type (III). 

Another characteristic feature of the dipole-dipole broadening is its different influence on the central 
line and on the satellite lines. In fact, this type of coupling is described by a term of the form S;DSj in 
the spin Hamiltonian and thus lines with a big M are more strongly affected. Therefore dipole-dipole 
coupling leads to a splitting describable by a contribution to D, but not to a mean field which would 
cause a g-shift. 

4. Crystal field and pseudo-dipole coupling 
The distribution of the Coulomb potential and the hybridisation of the magnetic shells with the ligand 
orbitals modify the magnetic properties of the magnetic ions via spin orbit coupling, an effect gener- 
ally called the crystal field effect (CF). A non-cubic CF leads to anisotropies of the g-factor and the D 
parameter of individual ions (I). If the neighbours are magnetic ions, an additional pseudo-dipole 
contribution due to the anisotropic part of exchange interaction has to be included. 

A strain of layers is expected generally in every 2D structure. The experimental data of isolated impu- 
rities in diamagnetic wells show, however, that the total effect of strain is relatively weak. Moreover, 
surprisingly, the strain effects for rare earth- and transition metal ions are of the same order of mag- 
nitude in spite of quite different localization. The D-anisotropy does not exceed a few mT in both 
types of ions. Also the anisotropy of the g-factor of isolated spins is very weak, it is below the ex- 
perimental error, i.e. smaller than 10"4 in the cases investigated. Formally this g-factor anisotropy 
contributes to the total magnetic anisotropy of type (HI) spectra. But since this type of g-factor anisot- 
ropy is by orders of magnitude smaller as compared to that originating from magnetic dipole coupling, 
it can be neglected when analysing the mean g-factor anisotropy of type (III) spectra. 

Much stronger effects result from the strain caused by the stochastic occupation of neighbouring sites 
by different, magnetic or nonmagnetic ions. This effect is much stronger than that of the mean strain 
in the layer. This effect is directly monitored by the fine structure of magnetic pairs (II) (of the order 
200 mT) which is by two orders of magnitude bigger than the D anisotropy of individual ions 
(1 mT). In that case we are not able distinguish experimentally the CF and pseudo-dipole effects. 

Anyway, the coupling is strong, and of short range. Thus, if the fine structure is not resolved, i.e., 
for type (III) systems, it plays a basic role for the linewidth contributing to the total second moment of 
the line. But because of the short interaction range of the discussed effects, they are well averaged and 
do not contribute substantially to the g-factor anisotropy. For very sharp profiles they lead to a new 
contribution to the surface anisotropy. 

5. Diffusion in SL's 
The magnetic interactions discussed above are rather complex and the analysis of magnetic resonances 
allows to evaluate these interactions. Much more direct conclusions can be drawn concerning the spa- 
tial distribution of the magnetic ions. We have at least three independent tools, basing on the EPR 
studies to evaluate the real profile of SL, x(i): (1) the evaluation of x, from the type (HI) spectra, (2) 
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measurement of the amplitude of type (I) and (3) of type (II) spectra. 

(1) x^ depends on the profile x(i). For very sharp profile, x(i) = 0 or 1, and xeff=1. Then, according 
to Eq.(4), the anisotropy of the SL is (with the correction of surface anisotropy of interfaces) equal to 
that of a solid magnetic layer. When diffusion takes place, the anisotropy field decreases. For a full 
diffusion, when x(i) =<x> and xeff = <x> and only shape anisotropy is observed. Thus for a layer 
with a mean composition <x>=0.25, as presented in Fig. 2, the anisotropy decreases by a factor 4 
when diffusion takes place. For an intermediate degree of diffusion one can easily compare the ob- 
served x^ with a mathematical model of the diffusion. For the data presented in the Fig. 2, we 
evaluated the thickness of interlayer, a, assuming a Gaussian profile. In particular, for the 
7ML/21ML sample, with xeff= 0.79 we have c*= 0.9 ML. For thicker EuTe layers in the as-grown 
SL the interface thickness, cM).5 ML. It increases with decreasing thickness. For 4 ML, xeff= 0.66 
and CT=1. 1 ML. After sample annealing a increases. 

(2) We observe the EPR signal of isolated impurities in semiconducting wells in structures of the 
highest quality. With increasing diffusion its amplitude increases and then it decreases again. The 
experimentally observed amplitude allows to evaluate the degree of diffusion. For a 6/18 SL, e.g., 
this spectrum is expected to vanish for an interdiffusion corresponding to x^ = 0.65 or a = 2ML. 

(3) The signal of pairs appears when the local composition is within a small range of 
0.005 < x < 0.02. Its amplitude can be also evaluated to estimate interface diffusion. 

These 3 methods are complementary and lead to similar results. Depending on the structure the accu- 
racy of each method is different. Method (2) is effective for a weak interdiffusion, method (3) for 
intermediate and (1) for strongest diffusion. 
Conclusions 

We investigate inter-diffusion in EuTe/PbTe SL's. We analyse the amplitude of EPR spectra of iso- 
lated Eu impurities and of Eu-Eu pairs. The observation of spectra of isolated impurities is possible if 
the local concentration of diffused impurities is lower than 1 % in the well. Since we are able to ob- 
serve such spectra in SL's with a width of the diamagnetic wells of a few monolayers only we con- 
clude that these SL's are characterised by very weak diffusion and an almost rectangular shape of the 
concentration profile x(z), which cannot be effectively evaluated by X-ray analysis. 

For a quantitative evaluation of strain from the measured D parameter a calibration procedure is 
needed using another method like high resolution X-ray diffraction since the theoretical description of 
the D parameter is rather complex. 
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Abstract. It is shown that the introduction of erbium in GaAs/AIGaAs quantum well 
structures in the process of growth by MBE leads to efficient interdiffusion of Ga and Al and 
diffusion of Er due to impurity-enhanced formation of cation vacancies. A mechanism of 
cation vacancies formation is proposed based on local strain induced by introduction of 
erbium. We have demonstrated also that erbium interacts with aluminum in arsenides. This 
interaction can be responsible for the formation of Er-containing Al-enriched clusters. 

Introduction. 
Recently there has been much interest in rare-earth doped semiconductors motivated by the 
need for effective electrically-excited light sources emitting at 1.54-um, the wavelength of 
minimum absorption in silica glass optical fibers [1]. One suggestion is to seek a resonance 
between a quantum-well (QW) transition and a rare-earth-ion transition [2]. In the process 
of studying GaAs:Er/AlGaAs QWs seeking such a resonance at «800-nm we have discovered 
extremely effective interdiffusion of Ga and Al and diffusion of Er in the case of MBE 
growth. The phenomena of impurity-induced layer disordering [3] are well known in the 
technology of quantum structures and have been extensively studied [4]. However, impurity- 
induced interdiffusion was observed mainly in the case of electrically active impurities 
(donors or acceptors) and is connected with Fermi-level dependence of formation of lattice 
vacancies or interstitials in the semiconductor crystal lattice [4]. Our results point to 
formation of cation vacancies induced by internal strain arising from introduction of large 
erbium ions on the sites of smaller gallium (or aluminum) ions. 

Experimental. 
The erbium-doped structures were grown by MBE at ~600°C on GaAs substrates. The 
structures we label Er20 to Er23 were grown on a 625-um GaAs substrate, and consist of an 
A1xGai-xAs etch stoP layer °-6-l^m thick with x = °-3- then 50 quantum wells of 10"nm 

GaAs:Er well and 21-nm AlGaAs barriers with the Er source temperature 450°C (and shutter 
closed), 900°C, 870°C, and 930°C respectively. (Variation of temperature of erbium source 
permits to change erbium concentration). In all the samples there were also 0.9-nm AlAs 
spikes at each end of the barriers separating the GaAs:Er and AlGaAs. On top of the 50 
QWs there was another identical 0.6-um AlGaAs window to symmetrize the strain. Finally 
about 7-nm of GaAs was grown on top to prevent the AlGaAs from oxidizing. The structure 
Er26 consisted of 8-nm GaAs:Er (900°C) layers separated by 22-nm of GaAs repeated 50 
times with 300-nm of GaAs on top. Er25 and Er34 are like Er20 except that they have no 
AlAs spikes and Er25 has Er (900°C) in the GaAs well only and Er34 in the AlGaAs barrier 
only. The Er concentrations in 10 cm'3, measured by secondary ion mass spectroscopy 
(SIMS) with 5-nm resolution, were <0.1, 9, 22, 7, 4, and 6 for samples Er 20, 21, 23, 25, 26, 
and 34, respectively. The dependence of erbium concentration on temperature of the source 
during growth (deduced from our measurements) can be described by the formula 

NEr=Nexp(-Eb/kT) (1) 
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where TV = 2.85 x 1034 cm"3 and E/, = 3.6 eV which corresponds nicely to the activatoin 
energy E/j = 3.3 eV of erbium evaporation from the metal souce. 

Photoluminescence (PL) spectra of the structures were measured at liquid helium 
temperature, analyzed with a double grating spectrometer, and detected by a nitrogen-cooled 
germanium photodetector. Excitation was done by an argon cw laser with pump powers up 
tolOOmW. 

Results. 
The SIMS profile for the Er26 sample (GaAsrEr) showed a concentration of 4xlOl8cm"3 

completely independent of position, contrary to opening and closing of the Er shutter during 
growth. It is clear that no erbium layers exist in the structure, but complete leveling of 
erbium concentration occurred indicating a high diffusion coefficient of erbium in bulk GaAs 
grown by MBE method in contrast to the case of introduction of erbium by diffusion. In 
Fig.l the SIMS profiles are presented for three samples in order of increasing erbium 
concentration. While for Er20 (no Er) distinct QWs are seen in the SIMS picture, for Er2l 
they are less pronounced, and in Er23 QWs are no longer seen with our SIMS resolution. In 
Er23 (NEr = 2.2xl019 cm"3) no SIMS modulation is seen for either Ga,Al or Er. Thus, the 
interdiffusion of gallium and aluminum and diffusion of erbium depends directly on the 
concentration of erbium ions. 

The phenomena of interdiffusion resulting in impurity-induced layer disordering observed by 
us resemble closely those described for electrically active impurities (donors and acceptors) in 
GaAs/AlGaAs structures [4]. However, it is believed that the predominant position of Er3+ 

ions in the crystal lattice of a III-V semiconductor is the substitutional cation position [5]; in 
this case, erbium behaves as an isovalent impurity, i.e. it does not supply (or trap) an 
additional charge. Therefore we cannot expect that the concentration of erbium ions will 
influence directly the Fermi level position of the semiconductor, and the explanation of high 
diffusion coefficients discussed, in [4] cannot be applied to our results. It should be noted that 
in our case impurity-induced layer disordering due to interdiffusion of Ga and Al is observed 
at a temperature (substrate) lower by 100-200 K compared to the studies described in [4]. 

We have observed also that there exists interaction between erbium and aluminum ions which 
makes erbium to prefere Al rather than Ga environment. The evidence on Er and Al 
interaction comes from the PL spectra of Fig. 2. Even though Er was introduced only into 
GaAs layers in structures Er21 and Er23, the Er PL spectra at 1.54-um are characteristic of 
AlGaAs [6] which are much more complex than that of Er m GaAs. This clearly indicates 
Al-Er interaction. 

Discussion. 
Our results can be explained if we take into account internal strain induced in the crystal 
lattice when we insert an erbium ion on the site of a group HI cation. Since the dimension of 
an erbium ion is larger than those of gallium and aluminum, the introduction of an erbium 
ion leads to local strain around it and excess elastic energy is acquired by the crystal lattice of 
the erbium-doped semiconductor. This internal strain can be removed by formation of 
additional vacancies (compared to equilibrium) and the concentration of them can be 
estimated from energy conservation arguments. 

Let us estimate the number of vacancies which can arise in the situation when erbium 
occupies the substitutional position. Though we do not know the covalent radius of erbium, 
the ionic radius (and atomic radius) is about 10 percent greater than that of a group III 
cation, so we can conclude that the deformation of erbium's surroundings would be of the 
order of 3AR/R0 «0.3 where AR is the change in the radius of the cation and R0 the radius of 
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of spectral lines with the same temperature dependence and lifetime. 
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the cation. For corresponding elastic energy per cubic centimeter we can write an order-of- 
magnitude estimate 

rT    In 
U = —c 

3 
'3A/^W&) (2) 
V *o   ) 

where c is the elastic constant and NEr the concentration of erbium ions. Releasing the 
internal strain in the lattice formation of vacancies is energy advantageous. If we assume that 
the elastic energy accumulated will be entirely spent on formation of vacancies we shall get an 
estimate of vacancies concentration 

[Vm] = U/E, (3) 
where Ev is the cohesion energy of GaAs semiconductor which determines the energy of 
vacancy formation. If we take for c the value of 1012 erg/cm3, AR/R0 «0.1, JR0 « 10"8 cm, 
NEr = 1018 cm"3, Ev = 1.6 eV we shall obtain [Vw] = 7.3 x 1016 cm "3. It is well known that 
in an As-rich atmosphere effective generation of cation vacancies occurs in GaAs and 
AlGaAs [4]. Since the growth of structures by MBE technique is performed just in these 
conditions, we conclude that the introduction of erbium would result in the formation of the 
density of cation vacancies calculated above. Now we should compare the concentration 
obtained above with the equilibrium concentration of cation vacancies at the substrate 
growth temperature («627°C) 

[Vm] = N0exp(-Ev/kT) (4) 
where N0= 1.1 x 1022 cm-3 is the total number of cation sites per cubic centimeter and Ev = 
1.6 eV is the cohesion energy of GaAs semiconductor determining the energy of vacancy 
formation. Thus, the equilibrium value of vacancies concentration is [Vw] = 1.2 x 1013 cm"3, 
and the introduction of erbium significantly increases the concentration of cation vacancies. 
It should be mentioned that the diffusion coefficient is small when erbium is introduced into 
GaAs by diffusion because the radius of the erbium ion is larger than the gallium radius. The 
diffusion coefficient of impurities depends also on the concentration of cation or anion 
vacancies, but since the concentration of vacancies in the equilibrium condition is constant at 
constant temperature, it is the size of the impurity atom that determines the diffusion rate. 
The situation is different in the case when the vacancies are created in the process of growth, 
and this is what happens in the MBE growth of Er-doped GaAs/AlGaAs structures. As 
shown in [7] in the case of Al0.5Ga0.5As prepared by MBE for concentrations up to 1018 

cm-3, 88 percent of erbium ions occupy substitutional positions (the cation site). For higher 
erbium concentration the fraction of erbium ions in interstitial positions increases, and for 
NEr= 5 x 1019 cm-3 only 30 percent of erbium is in substitutional positions. (Still we can 
expect that the deformation induced by an erbium ion in the interstitial position is even 
larger). 

As shown in [4], the diffusion coefficient of cations in GaAs (or AlGaAs) can be written in 
the form 

where/is the factor taking account of the crystal structure and the concentration of Column 

III lattice sites, Z)°/7 is the diffusion coefficient of cations corresponding to the jump to the 
adjacent cation site being on the order of caa2exp(-£(/7) (co is the frequency of vibrations of 
the ion, a the lattice constant, and Eb the energy barrier between two adjacent cation sites). 
Since [Vm] is proportional to NEr, the diffusion coefficient is strongly enhanced by the 
presence of erbium ions. This result relates both to diffusion of gallium or aluminum and to 
diffusion of erbium. Our estimates of the erbium diffusion coefficient, derived from the 
characteristic  length  of the erbium  profile in  Fig.l   and the  time of growth  of the 
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corresponding layer, give the value of DEr ~ l(H5 cm2/s which is very high for the 
temperature of 627°C. 

The tendency of erbium to have aluminum suurrounding is probably due to their chemical 
interaction since it is known that there exist several intermetallic compounds of erbium with 
aluminum [8]. On these grounds we can expect the formation of different erbium-aluminum 
complexes in our samples. 

Conclusions. 
In conclusion, we have shown that the introduction of erbium in GaAs/AlGaAs quantum 
structures leads to efficient interdiffusion of Ga and Al and Er diffusion due to impurity- 
enhanced formation of cation vacancies. A mechanism of cation vacancies formation is 
proposed based on local strain induced by introduction of erbium. We have demonstrated 
also that erbium interacts with aluminum in arsenides. This interaction can be responsible for 
formation of Er-containing Al-enriched clusters. 
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Abstract. Energy spectrum of negatively charged donor centres (D~) in spherical semiconduc- 
tor quantum dots (QDs) has been calculated in the framework of effective-mass approximation 
by the variational method. We have studied the on-centre donor impurity in the single isolated 
QD embedded in a passivating medium. The confinement potential for electrons has been as- 
sumed to be the spherically symmetric potential well of the depth V0 and radius R. We have 
considered the ground state (lx5) and the excited states (VP, l3P, ^D, l3D, 215, 23S) of 
the D~ donor centre. The ground state of the D~ centre in the QD is always bound like in 
the bulk crystal. We have shown that the D~ excited states can also be bound if the effective 
QD capacity, C = VoR2, exceeds a certain critical value. The critical values of C have been 
determined for each considered state. We have also discussed the properties of energy spectra of 
the two-electron system in the QD with and without the donor impurity. For the D~ in GaAs 
QD, the calculated lx5 —> 1*P transition energy exceeds 100 meV for the QD with the radius 
of about 5 nm. The estimated electron penetration into the barrier region and the average 
electron-electron and electron-donor separations lead to the conclusion that the binding of the 
D~ excited states results from the strong confinement of electrons within the QD. 

1. Introduction 
A D~ donor centre in a semiconductor is a solid-state analogue of the H~ hydrogen ion. In 
bulk crystals, the hydrogen-like D~ centre possesses only one bound state like the H~ ion. 
The D~ centres were also observed in semiconductor multiple quantum-well (MQW) structures 
[1, 2], in which electrons are subjected to the confinement potential in the growth direction. 
The three-dimensional confinement of electrons has been obtained in recently fabricated [3] 
quantum dots (QDs). Such QDs are prepared, e.g., by a colloidal chemical synthesis [3], which 
allows one to obtain nearly spherical nanocrystals with narrow size distribution embedded in 
organic material. In particular, the GaAs nanocrystals were obtained by this method [4]. The 
QDs produced by an MBE technique can have a disk-like shape [5]. A possible observation of 
the D~ centres in the disk-like QDs was discussed by Ashoori et al. [5]. In MQW structures 
in an external magnetic field, transitions to the excited states of the D~ centre were identified 
[6, 7]. These excited states correspond to the similar excited states observed for the H~ ion 
in the magnetic field. However, the following question appears: can the three-dimensional 
confinement potential of the QD lead to a formation of bound excited states of the D~ centre 
without an additional external field? The present paper provides a solution to this problem. 
We study the D~ centre in a spherical QD assuming the confinement potential in the form 
of potential well of finite depth. The present treatment is well suited to the nanocrystals of 
spherical shape embedded in a passivating medium. 

2. Theory 
We consider the single isolated QD of spherical shape embedded in a dielectric matrix. The 
effective-mass approximation is applied to a description of electrons.   Due to the large band 
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gap of the surrounding material, the electrons are subjected to a confinement potential, which 
is assumed to be the spherically symmetric potential well, i.e. 

V(r) = i°     {olr<R, m ( '     \Vo   for r>R, W 

where R is the radius of the QD. This means that the potential barrier for electrons is formed in 
the surrounding medium and the potential well - in the QD region. Because of the confinement 
the energy bands of the QD nanocrystal are replaced by discrete energy levels, which are 
associated with the bound states of the electron in potential well (1). 

Let us consider the negatively charged two-electron (D~) donor centre in the QD. We 
assume that the positively charged donor impurity (Coulomb centre) is located in the centre 
of the QD. The D~ centre consists of two electrons, which interact between themselves and 
with the positive donor centre via the Coulomb interactions, which are screened by the static 
dielectric constant. We neglect the difference of the electron effective band masses and dielectric 
constants between the QD region and the surrounding medium. 

The eigenvalue problem for the D~ centre is solved by the variational method with the trial 
wave function proposed in the form 

*i(n, r2) = £ cL
mnp{\ ± P12 VLP(n, r2) , (2) 

mnp 

where 

HknjAfirt) = exp[-a(n + r2)}r^rp
12X

L{n,Sj.) , (3) 

are the basis wave functions. In Eqs. (2) and (3), L is the quantum number of the total 
angular momentum, P12 is the operator of permutation of electron indices (1 ^ 2), the signs 
+ and - correspond to the spin-singlet and spin-triplet states, respectively, c^np and a are the 
variational parameters, r,- = |r,| (j = 1,2), r12 = \fx - f2\, and 0j = Z(ri,0z). We consider the 
states with L — 0,1, and 2, i.e., S, P, and D, for which we take on 

XS(r,0)=l, (4) 

X
P(r,e) = rcos6, (5) 

and 
XDM) = r2(3cos20-l), (6) 

respectively. We have calculated the energy levels of the D" centre in the QD for the ground 
state (\XS) and the following excited states: llP, 13P, l^D, 13D, 225, 235. For the S states, 
the applied variational wave function has included 66 basis elements, while for the P and D 
states - 78 elements. The electron-electron correlation, i.e. the terms dependent on ri2, has 
been taken in account only for the S states, since this correlation plays a minor role for the P 
and D states. 

In order to answer the question if the given quantum state of the D~ centre does form the 
stable bound state, we have calculated binding energies for the considered states. We define 
the binding energy of the ;/th quantum state of the D~ as the difference between the energy 
of the continuum threshold and the energy of the given iHh state. The continuum threshold 
corresponds to the lowest energy of the system, which consists of the one electron bound to the 
Coulomb centre and forming the D° donor centre inside the QD and the second - liberated to 
the barrier region. Taking into account the fact that the lowest energy of the liberated electron 
corresponds to the conduction-band minimum of the barrier material, i.e., V0, and denoting by 
El the ground-state energy of the D° centre and by E~ the energy of the z/th state of the D~ 
centre, we calculate the binding energy of the vih state of the D~ by the formula 

Wu = E°0 + V0- E; . (7) 
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The ground-state energy £$ °f the D° donor centre has also been calculated by the variational 
method with the help of the trial wave function expanded in the Slater basis. We have checked 
that this approach reproduces the analytical results [8]. 

3. Results 
The calculated energy levels E~ for the considered states of the D~ centre are displayed in 
Fig. 1(a) as functions of the QD radius for the potential-well depth V0 = 5RD, where Rp is the 
donor rydberg. The continuum-threshold energy, i.e., E° + V0, is also shown in Fig. 1(a). 

IS . 

without donor 

Vo=40RD 

R = 2.5 an 

(b) 

with donor 

1 S_ 

Figure 1: (a) Energy levels of the D~ centre as functions of the QD radius. Solid curves show 
the 1*5, 235, and 21S levels with the increasing energy, respectively, dash-dotted (dashed) 
- 13P and llP (13D and l1 D) levels (lower curve - triplet, upper - singlet). Dotted curve 
corresponds to the continuum threshold and solid curve with open circles - the sum of the 
ground-states energies of D° centre and electron in QD. Donor rydberg (RD) is the unit of 
energy and donor Bohr radius (OD) is the unit of length, (b) Energy levels of two-electron 
systems in the QD with the on-centre donor (right side) and without the donor (left side) for 

V0 = 40RD and # = 2.500. 

We see that - like in the bulk crystal - the ground state of the D~ centre is always bound 
(the corresponding curve lies below the continuum threshold for all values of R). Moreover, the 
results of Fig. 1(a) show that the excited states of the D~ centre are bound if the QD radius 
is large enough. Among them, first the IP states become bound, and next - the 25 and ID 
states. For each L, the triplet state always possesses the lower energy than the corresponding 
singlet state. This property reminds the similar energy-level order for the triplet and singlet 
states of the helium atom. However, the sequence of the 25 and ID energy levels is different in 
comparison to that of He atom, which results from the combined influence of the donor impurity 
center and confining potential of the QD. The order of the D~ energy levels is shown in Fig. 
1(b). Moreover, Fig. 1(b) shows a comparison between the calculated two-electron spectra for 
the spherical QD with and without the donor impurity centre. Neglecting the spin splitting, we 
can see that the energy-level order of the two-electron system without the donor center is the 
same as that for one-electron states in the spherical potential well. The presence of the positive 
donor center changes this order by shifting the 25 energy levels downwards with respect to 
the ID levels, which results from the non-zero electron probability density for the 5 states at 
the Coulomb centre. These conclusions are based on the results of the variational calculations, 
which provide the upper bounds to the energy levels.   However, due to the flexibility of the 
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applied trial wave function, the obtained order of the energy levels can be regarded to be 
correct. 

The curve with open circles in Fig. 1(a) corresponds to the sum of the ground-state energies 
of the D° centre and the electron in the spherical QD. On the contrary to Ref. [9], we argue 
that this energy does not correspond to any two-electron system confined within the single 
isolated QD. Instead, it is related to the system, which consists of the one electron bound in 
the D° ground state inside the one QD and the second - confined within the another QD in 
the potential-well state of the lowest energy. 

We mention that the energy levels of the two-electron system in the spherical QD without 
the donor center [Fig. 1(b)] lie below the continuum threshold appropriate for this electron pair. 
Therefore, the corresponding quantum states of the electron pair are bound. The properties of 
these states have been discussed in Ref. [10]. 

It is well-known that the one-electron states in spherical potential well (1) are bound if the 
effective capacity defined as 

C = VoR2 (8) 

is sufficiently large. The binding two-electron D~ excited states is also determined by the 
effective capacity of the QD given by Eq. (8). The larger value of C, the more quantum states 
of the D~ are bound. We have numerically estimated the critical values of C for several states 
of the D~ centre. The results are listed in Table 1. If the effective capacity of the QD exceeds 
the value quoted in Table 1, the given quantum state of the D~ center becomes bound. 

13P 1XP 23S 21S 13£> \lD 
9.08 10.21 19.82 21.02 20.63 21.18 

Table 1: Critical values of the effective capacity [Eq. (8)] determining the binding of the excited 
states of the D~ centre in the QD. The donor rydberg RD is the unit of energy, the donor Bohr 
radius ap is the unit of length. 

We have calculated the lx5 -> llP and 1XP -* llD transition energies for the D~ center 
being located in the QD GaAs nanocrystal embedded in AlxGai_xAs matrix with x - 0.2, 
which corresponds to V0 = 212 meV. The results are displayed in Fig. 2(a), which as well 
shows the Is -»• Ip and \p -> Id transition energies for the D° donor centre and the binding 
energies for the 1*S and 1XP states of the D~ centre. 

We see that with decreasing QD radius the transition energies increase reaching the maxi- 
mum values at about 5 nm. The maximum value of the 1J5 -> 1*P transition energy exceeds 
100 meV. These maxima are reached at that value of R, at which the state of higher energy 
becomes unbound, i.e., its energy is equal to the continuum-threshold energy. The binding en- 
ergies of the D~ states are monotonically increasing functions of the QD radius and for R -► oo 
tend to the binding energy, which corresponds to the single bound state of the D~ centre in the 
bulk crystal, i.e., V0 + 0.0555PD. We notice that the values of the transition energies between 
the corresponding states of the D° and D~ donor centres are close to each other. It may there- 
fore happen that the radiative transitions between the D~ states are masked by those between 
the D° states. 

In order to find a physical interpretation for the obtained formation of the excited states of 
the D~ centre, we have studied the spatial distribution of electrons. Fig. 2(b) shows a measure 
of the two-electron probability density in the barrier region for the l1^ and 2*5 states of the 
D' centre as functions of the QD radius. It is visible that a degree of the electron penetration 
into the barrier region drops off very rapidly and becomes negligible for the QDs of the radius 
of about one donor Bohr radius. This result gives an a posteriori justification for the neglected 
change in the effective band mass and dielectric constant. 
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Figure 2: (a) Transition and binding energies for the donor centres in the GaAs QD with Vo 
= 212 meV as functions of QD radius. Solid curves show the 1XS —*■ 1*P and 1*P —> llD 
transition energies for the D~ centre, dashed - Is —> lp and lp —> Id transition energies for 
the £>° centre, and dotted - 1*S and 1*P binding energies for the D~ centre, (b) Two-electron 
probability density in the barrier region as a function of the QD radius for the V-S (solid curve) 
and 2lS (dashed curve) D~ states for Vo = 40PD. Dotted part of the curve corresponds to the 
unbound 21S state. 
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Figure 3: Average electron-donor (< r-^ >) and electron-electron (< r12 >) distances as func- 
tions of the QD radius for the 1*5 and 215 states of the D~. Dotted line corresponds to the 
delocalized unbound 21S states, ap is the donor Bohr radius. 
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Fig. 3 displays the calculated expectation values of the electron-electron and electron-donor 
separations for the 1XS and 215 states. The behaviour of these interparticle distances for the 
excited 2lS state clearly points out the delocalization of electrons in the unbound state (vertical 
dotted line) and their localization in the bound states. We have checked (see also Fig. 3) that 
for all the considered excited states the size of the D~ donor centre increases almost linearly 
with the QD radius, but is always smaller than this radius. This allows us for the interpretation 
of the binding of the D~ excited states as resulting from the confinement of electrons within 
the QD. 

4. Conclusions 
The results of the present paper show that several quantum states can be bound for the D~ 
centre in the spherical quantum dot. We have calculated the energy levels associated with the 
states PS, 21S, 23S, V-P, 13P, l1/), and 13/J, and shown that the excited states are bound 
if the effective capacity of the QD is sufficiently large. The critical values of the effective QD 
capacity have been determined for the formation of the subsequent bound excited states of the 
D~ centre. A nature of binding of D~ excited states has also been studied. This binding mainly 
results from the QD confinement potential, which leads to the strong localization of electrons 
within the QD potential-well region with only a small possible penetration of electrons into 
the barrier region. We have discussed the spatial distribution of electrons, which expresses the 
electron confinement, and calculated the transition energies between the low-energy states of 
D° and D~ centres in the QD. For the GaAs QDs, the transition energies can exceed 100 meV, 
which means that an experimental evidence of these states should be possible in spectroscopic 
measurements. 
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Abstract 
K-band electron spin resonance (ESR) study of high-temperature processed thermal 
(100)Si/SiO2 structures exhibiting predominantly the Pbl signal has allowed improved ESR 
characterisation of this defect. The results affirm the Pbl point symmetry as monoclinic-I, the 
g matrix being characterized by the principal values gt =2.0058, g2=2.00735, and g3=2.0022 
± 0.0001, where the g2 direction is at an angle of 3 +1 ° (towards the interface) with a < 111 > 
direction at 35.3° with the interface plane. The presence of a field angle dependent broadening 
in the linewidth is unveiled, ascribed to a strain induced spread trg_i_, about 2-3 times less than 
typical for Pb in (lll)Si/Si02. The significance of these results in combination with previously 
attained salient experimental facts is addressed as to the atomic nature of Pbl. 

Introduction 
The thermal growth of the Si/Si02 structure is known to be attendant with the natural 
incorporation of coordination defects at the Si/Si02 interface as a result of network-lattice 
mismatch.[1] Over the recent decades, these have been the subject of intense research, 
undoubtedly mainly driven by their early recognized adverse electrical effect as current 
degrading and charge trapping centers in Si-based devices. This has evoked ceaseless electrical 
characterization. However, as to atomic identification, the key information so far came from 
electron spin resonance (ESR) investigations [2-5]. 

As detected by ESR, it has become a common practice to refer to the group of Si/Si02 

interface defects globally as Pb centers, their appearance being dependent on the Si substrate 
surface orientation.[2] At the (lll)Si/Si02 interface, ESR has so far detected only one type of 
defect, specifically called Pb. It has been convincingly identified as the interfacial oSi = Si3 

defect,[l] that is, a dangling sp3
[m]-like hybrid on an interfacial Si atom trivalently 

backbonded to three Si atoms in the substrate. Importantly, only the variant with the unpaired 
hybrid perpendicular to the (111) interface is observed in standard thermal (lll)Si/Si02. The 
center exhibits C3v ([111] axial) symmetry with principal g values of g'y =2.0014 and of 
g_L-2.0086, where the || sign refers to the applied magnetic field B ||  [111]. 

At the (100)Si/SiO2 interface, by contrast, ESR has isolated two spectroscopically different 
types of defects, called Pb0 and Pbl.[2] While both were initially also pictured as interfacial 
single dangling Si-bond type of defects, their atomic identity is still cryptic, the more so for 
Pbl. Because of the much similar ESR characteristics, Pb0 (like Pb) was also assigned to 
oSi = Si3, as illustrated in Fig. 1. As compared to the P^ model, noteworthy is that the 
defected Si atom was now suggested situating more on sub-interface plane (second) level, the 
unpaired orbital facing an O atom, i.e., the Si3 = Sio 0=Si2 model. So, Pw was basically 
seen as the (100) equivalent of Pb except for the fact that it was placed at a crystallografically 
differently oriented interface, which could evoke some marginal differences. For one, within 
an idealised view of near perfect interface Si crystallography, the unpaired orbital, pictured as 
pointing into a microvoid, is at an angle of 90° and 35.3° with respect to the (111) and (100) 
interface, respectively. Over the many years since its observation, this initial assignment is still 
under debate [6,7,8]. 
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(I00)Si [     A^HHHHHHRBM  ft FIG. 1: Initially advanced structural models for Pb0 and 
Pbi defects at the thermal (100)Si/SiO2 interface (after 
Ref. [2]). 

The Pbl defect in turn with the g matrix clearly not axial [2,9,10] (Table I) was modelled [2] 
as an interfacial °Si=Si20 entity, (see Fig. 1) the center thus suggested to be of different 
chemical structure than Pb. However, this assignment was subsequently countered both 
experimentally and theoretically. 

There was the experimental ESR observation [11] under the orientation B || [100] (the 
interface normal) on 51.26% 170 enriched (100)Si/SiO2, reporting that the enrichment only 
led to a broadening of -3.5 G of the single Zeeman line; no 170-induced hyperfine (hf) 
structure was observed, against what might generally be expected with on O atom in a first 
neighbor position of the defected Si. Another experimental dispute arose from the observation 
of interface defect passivation by moisture (H) upon pulling Si/Si02 (800 °C; 02+4% HC1) 
structures from a conventional open furnace into room ambient. [8] From the apparent identical 
behavior, Pbl was concluded similar to Pb, while Pb0 would be fundamentally (chemically) 
different, even suggesting the latter not to be a simple dangling Si bond. This conclusion, 
however, was recently countered [12] by extensive analysis of the passivation kinetics of all 
three defects in molecular H2. Close values of the activation energy for passivation were 
found, i.e., 1.53 ±0.04, 1.57 + 0.04, and 1.51 ± 0.04 eV for Pb0, Pbl, and Pb, respectively, 
giving little basis for preferably identifying Pb with either Pb0 or Pbl. Rather, with the faithful 
oSi = Si3 model for Pb as backdrop, these results would indicate «Si = to be the core of all 
three defects. A strong opposition for the model came from theory. [13] Using a combination 
of ab initio and semiempirical molecular orbital techniques, extensive calculations were carried 
out on five model clusters for the Pbl defect, including Poindexter's oSi = Si20 model. The 
model was concluded incorrect based on calculated electrical band gap level structure 
incompatible with experiment and effective correlation energy considerations. Interestingly, 
closest to experimental results regarding the electrical level position was found the model of an 
unpaired Si bond on a strained reconstructed Si dimer, called SB1, i.e., Si2=Si°— Si = Si20, 
where the long hyphen represents a strained bond. The model, however, was also discarded as 
it predicted a central 29Si hf interaction only about half the experimental value; in a single 
experiment on standard (100)Si/SiO2, Brower observed for B || [100] an hf splitting 
A[ioo](pbiH57 G, about 40 G larger than for Pb.[ll] Except for a cautious suggestion that 
rather than oSi = Si20, the oSi = Si3 Pb0 model of Poindexter could be a good candidate for 
Pbl, the Pbl defects was essentially left unmodelled. 

This leaves the atomic structure still obscure, mainly because ESR analysis has so far failed to 
provide an as convincing set of data as for Pb. Reasons for this are the inherently smaller 
defect density (-3 times) in (100)Si/SiO2 and spectral overlap [2]. Particularly in the case of 
PM, this has obstructed an accurate g matrix and hyperfine interaction evaluation. The present 
work regards to the former part. During recent extended analysis of intrinsic interface defect 
generation as a function of oxidation conditions, fabrication parameters could be delineated 
predominantly leading to Pw incorporation ([Pbl]/[Pb0] > 10). This has allowed accurate Pbl 

signal characterization, among others the g matrix (symmetry). The element of inclusiveness 
inherent to inferring ESR parameters from entangled weak Pb0 and Pbl spectra has thus been 
alleviated. 
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TABLE I: Compilation of the principal g matrix values (in notation after Ref. [14]) of the Pbi interface 
defect in (100)Si/SiO2; [100] is taken as the interface normal. 

Reference gi gi orientation    g2 g2 orientation _£i_ 
[2]a 2.0052       <011> 2.0081"     approx.//<lll> 2.0012 
Ag=±0.001 

[9]a 2.0058       [0 11] 2.0084       [1  1  1] 2.0020 
Ag=±0.0003 

[10]a 2.0058       [0 11] 2.0069       [1  1  l]c 2.0029 
Ag=±0.0003 

This work 2.00577     [0 11] 2.00735     Z[l  1  l],g2=3±l°     2.0022 
Ag=±0.0001 

* Extracted from overlapping Pw and Pbi spectra 
c Taking into account exchange in ga, g3 labels 

' See remark in Ref. [9] 

Experimental 
Slices of 2x9 mm2 main face were cut from commercial two-side polished Cz-grown (001) Si 
wafers (p type; -10 ßcm) about 80 pm thick; their 9-mm edge was a (011) direction (see Fig. 
3). After appropriate cleaning, including a 10-min treatment in Piranha etch, various sets of 
(100) slices were oxidized at -970°C (1.1 atm 02; 99.9996%; oxide thickness -38-130 nm). 
To maximize Pbl production, some were submitted to a postoxidation anneal at high 
temperature. All thermal steps were terminated by slow cooling (-20 min) to room 
temperature in unaltered ambient. The thermal treatments were carried out in a laboratory set 
up He-leak tight to better than 10"10 Torr 1/s. Details of the thermal facility can be found 
elsewhere [4,5]. 

ESR observations were carried out at 4.3 K using a K-band (-20.2 GHz) spectrometer 
routinely driven in the adiabatic slow passage absorption mode. Usually, first derivative 
absorption signals were detected by employing -100 kHz modulation of B, with the 
modulation field amplitude (-0.25 G) and incident microwave power P^ reduced to linear 
signal response levels and spectra were averaged over 10-20 traces. However, the Pbl signal 
was found extremely saturable, imposing reduction of P^ to below 20 pW, thus impairing the 
signal-to-noise ratio. Fortunately, it turned out that significant improvement could be attained 
by recoursing to the second harmonic out-of-phase detection mode (-75 kHz field modulation; 
PM -0.3 /*W). The rapid passage effects for this kind of spectrometer settings gave 
undifferentiated absorptionlike peaks. For signal improvement, typically about 20 slices were 
stacked. 

Accurate g value determination is a major aim in this work, attained using a microsized Si:P 
powder standard of gSi:P(4.2 K) = 1.99869 ± 0.00002, attached to the Si sample stack and 
recorded in the same trace. The consistency between g readings on the first and second 
harmonic detected signals were carefully checked for some high symmetry (least complicated 
ESR spectra) B directions. B was rotated in the (011) plane with 4>B, the angle of B with the 
[100] interface normal, varying from 0 -» 90° (see Fig. 2). 

Experimental results and interpretation 
Figure 3 presents a major Pbl result obtained on samples with [Pbl]/[Pbo] ^ 10 in the second 
harmonic detection mode. It shows the angular dependence of the Pbl g value for B in the 
(011) plane. Three branches are observed with relative intensity (from top to bottom in Fig. 3) 
of 1:2.3 (±0.2):1, as deduced from fitting Lorentzian shapes. For the particular crystal plane 
scanned, such 3-branch pattern (as well recognized initially [2]) can only be fitted with 
monoclinic type-I symmetry [14], with the added restriction that only part (3 out of 7) of the 
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branches are experimentally observed. Not all crystallographically equivalent defect 
orientations occur. The relative branch intensity 1:2:1 of the model (cf. Fig. 3) complies with 
experiment. The optimized fitting (solid curves in Fig. 6) give the principal g values tabulated 
in Table I, with the g2 (=2.00735) direction at an angle of 3±1° with [111] towards [Oil]. 
The g values are compared in Table I with previous values obtained through disentangling 
interfering Pb0 and Pbl spectra. The tensor orientation is sketched in Fig. 2. While 
consolidating, these results refine the initial assignment [2]. 

A next interesting observation is that the Pbl linewidth, as Pb, is also found to exhibit some 
field anisotropy -unnoticed previously [2,10]. The width at half height B of the absorption 
peak (second harmonic detection) is found to increase from 4.0±0.3 G for B||[211] 
(approximately g3 direction) to 6.3±0.9 G for B||[lll] (approximately g2 direction). 
Assuming that this angle dependent broadening for Pw, like for Pb, also results from a spread 
in gj_ [15], the og_±_ value may be inferred using the approximation 

ABG =1.18(2Ä/g^/g3ß)(TKJ_sin2(e) (1) 

for the Gaussian part ABG of the broadening, where h represents Planck's constant, ß the Bohr 
magneton, / the microwave frequency, and 9 the angle of B with the minimum linewidth 
direction (in this case, the g2 direction). This resulted in <T-L = 0.00035 ±0.00005, which 
may be compared with trj.-0.0008 of the axially symmetric Pb in standard bulk (lll)Si/Si02. 
It needs to be remarked mat for Pbl, in contrast with Pb0, AB of the 2nd harmonic absorption- 
like signal is observed, instead of the generally quoted A Bpp. Without knowledge of the 
correct line shape (and spectroscopic passage effects) the conversion of AB to ABpp is not 
straightforward. However, for B || (100) face normal, the value AB (|| [100]) = 3.3±0.2 G 
was measured directly, which may be compared with AB=4.7 ± 0.3 G. 

The Pbl defect configuration, albeit weaker than Pb, thus appears also sensitive to local strain 
variations present in interfacial layers. Accordingly, it also testifies to the interfacial character 
of the defect. 
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FIG. 2: Schematic drawing of the inferred Pbl g 
dyadic orientation within the cubic Si lattice for one 
of the four interface restricted equivalent defect 
orientations at the (100)Si/SiO2 interface. Also 
shown is the applied sample geometry. 

FIG. 3: Rotation pattern of the Pbl g value in bulk 
thermal (100)Si/SiO2 (970°C; 1.1 arm 02) for B 
rotating in the (011) plane. The curves represent the 
theoretical fit for monoclinic-I point symmetry. The 
added numbers indicate the relative intensities of 
the branches. 
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Discussion 
The unknown atomic structure of the Pbl center is still of key interest, particularly in view of 
its presumed pervasive activity as a degrading electrical interface defect in technological 
applications. As addressing such issue should be guided by the salient experimental facts thus 
far established (apparently mainly by ESR), it might be useful to compile those considered 
most essential. (1) Pbl, like Pb and Pb0, was also concluded operating as a deep amphoteric 
trap with two electrical levels in the Si bandgap [16]. (2) Recent ESR studies on the interface- 
hydrogen interaction kinetics unveiled all three defects, Pb, Pb0, and Pbl, to exhibit very 
similar values of the activation energy for passivation, i.e., 1.51+0.04, 1.51 ±0.04, and 
1.57±0.04 eV, respectively [12]. With Pb reliably identified as Si3 = Si°, this result strongly 
suggests that Pbl also constitutes basically an unpaired Si hybrid on an interfacial defect Si. (3) 
Hyperfme doublets, due to the unpaired spin-defect 29Si nucleus interaction, were observed for 
all three defects in standard bulk Si/Si02 [3,5,7,11]. For B || (100) interface normal, the Pbl 

hf splitting is -40 G larger than for Pb. (4) Studies on 170 enriched Si/Si02 of Pb, Pb0, and 
Pbl indicate that oxygen is not an immediate part of either defect [11,17]. (5) The Pbl 

linewidth depends on magnet angle, though significantly weaker than Pb. When referring to 
the stress origin of this effect, it indicates the Pbl defect, on average, to reside in a more 
regular (less strained) interfacial environment. (6) The g dyadic data learn that Pbl is an 
interface-restricted monoclinic-I type defect, with the lowest principal g value axis g3 at 3±1° 
with <211>, and largest principal g value axis g2 at 3° with <111>. The linewidth is 
smallest for B along the g3 axis (7). The Pbl defect appears more saturable than Pb0 (Pb). 

As to the Pbl atomic structure, the total of these salient facts are seen complying with a 
provisional model picturing Pbl as an unpaired Si bond on a defect Si atom backbonded to 
three Si atoms in the bulk, located, in average, sub-interface plane, i.e, somewhat deeper into 
the Si substrate than Pb0. Final conclusive modelling, within ESR context, must await data on 
the full 29Si and 170 hf and shf structure backed up by theory. In light of the complexity of the 
ESR spectrum and typical interface defects encountered in standard (100)Si/SiO2, this might 
turn out a tough goal for state-of-the-art classical ESR. It likely has to come from more 
exquisite spectroscopy such as electron-nuclear double resonance. 

Concluding remarks 
The element of inclusiveness inherent to inferring ESR parameters from entangled Pb0 and Pbl 

spectra has been alleviated through measurements on conventional thermal (100)Si/SiO2 

structures almost solely exhibiting the PM signal in the second harmonic detection mode. This 
has allowed accurate g dyadic and linewidth-vs-magnet angle calibration. 

For Pbl, the results include: (1) an accurate g matrix determination confirming the monoclinic- 
I point symmetry with the g2 axis (admittedly about the unpaired Si hybrid direction) at 3±1° 
(towards the interface plane) with one of the <111> directions at 35.3° with the interface. 
Only the four crystallographic defect orientations (ESR) equivalent through the 4 [100] face 
symmetry occur; (2) The g shift is largest along the g2 axis (-< 111 >). (3) In contrast with 
previous belief, the existence of a line broadening component due to a statistical spread in ag 

has been demonstrated; <rg_i_ is 2-3 times smaller than for Pb. 

As to a Pbl atomic working model, the salient ESR facts appear reconcilable with a dangling 
Si orbital, possibly facing a desymmetrising foreign atom, and located slightly sub-interface 
plane. 
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Abstract. We show that the degree of surface passivation of a silicon wafer is easily detected 
by monitoring the surface recombination velocity. Dangling surface bonds and chemisorbed 
metals introduce deep states in the gap that act as recombination centers for minority carriers. 
This method is sensitive to 10~7 ML (108 cm"2) surface defect concentrations. A brief survey 
of applications to metal deposition, oxidation, and halogen passivation will be given. 

Introduction 

The production of clean silicon surfaces is essential for the fabrication of electron devices. The 
detrimental effects of metals in silicon are quite well documented. In charge storage based 
devices, metals can decorate extended defects and lead to junction shorting, while in CMOS, 
interfacial metals can lead to a drop in gate oxide integrity (GOI) [1]. The chemisorption of 
oxygen on the silicon surface is known to be detrimental to certain fabrication process steps, 
such as epitaxial layer growth and metal film deposition [2]. 
Passivation of the silicon surface is essential to prevent contamination by physisorption and 
chemisorption. A bare silicon surface is highly reactive, and therefore easily attracts oxygen, 
metal ions, and small particles that lead to surface contamination. Immersion in hydrofluoric 
acid (HF) solutions is a common method for producing a hydrogen-terminated surface. We 
have investigated defects formed on the hydrogen-terminated surface due to deposition of 
metals from solution and attack by oxygen during exposure to air. Some of our results are 
summarized in Table 1. Since HF is a serious health and safety hazard, we have also been 
investigating halogen passivation as a benign alternative to hydrogen passivation. 

Defect Surface coverage (cm 2) SRV (cm/s) a (cm2) 

Au atom 2xlOu 20 10-17cm2 

Cu atom 3xl010 30 9xl0_17cm2 

Cu cluster 2.5xl012 40 2xl0-14cm2 

H atom 1X10
15

(1ML) 0.25 — 

Table 1: Capture cross-sections for selected defects. 
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Experimental 

We have developed a lifetime measurement system, Radio-Frequency Photoconductance De- 
cay (RF-PCD), that affords high sensitivity to midgap surface states. Minority carriers are 
injected using a strobe light while an RF wave is used to probe the wafer conductivity. A 
60 MHz wave incident upon the wafer is reflected due the screening of free carriers. As the 
injected carriers recombine, the reflected wave intensity correspondingly decays. 
In general, the minority carrier lifetime has contributions from both bulk and surface recom- 
bination centers. Recombination at the surface is characterized by the surface recombination 
velocity (SRV), which is defined by 

S = Nsavth, (1) 

where Ns is the density of surface states, a is the minority carrier capture cross-section, and 
vth is the carrier thermal velocity. 
As surface conditions vary, there are three distinct regimes of measured lifetime. For very 
high SRV, carrier recombination is limited only by the time required for carriers to reach the 
wafer surface, so rmeas = ^f-jj, where D is the minority carrier diffusion constant. In the 
limit of very low SRV, bulk recombination is the dominant mechanism and rmcas = TbuUc. For 
surfaces with defect concentrations between these two extremes, the measured lifetime varies 
with SRV as 

_d_ 

Only in this regime can lifetime be used to probe surface defects. To increase the range of 
sensitivity to surface defects, only wafers with high bulk lifetimes (> 1 ms) are used. 
Since this technique is sensitive to very low levels of surface states, care must be taken to 
prepare very clean surfaces. Our standard cleaning procedure consists of: 2 minutes in dilute 
(1:100) HF, 4 minutes in a 4:1 H2S04:H202 (Piranha) bath at 90°C, followed by another 2 
minutes in dilute HF. The purpose of the first step is to remove any native oxide present on 
the surface. The Piranha step then grows a 2-3 nm thick chemical oxide, which traps any 
contaminants present on the silicon surface. The final dilute HF step removes this oxide and 
the contaminants trapped in it. To limit the degree of metal contamination, only Ashland 
Gigabit™ chemicals (specified to < 1 part per billion of each heavy metal) and 18Mft-cm 
de-ionized water (DI) are used for all cleaning procedures. 

Metal Related Surface Defects 

Metal ions dissolved in acidic solutions may deposit on the silicon surface via an electrochem- 
ical reduction process: 

Mz+ + ze~ —> M° (3) 

The electrons required for this reaction are supplied by corrosion of the silicon substrate, 
which in HF solutions proceeds as: 

Si + 6HF + 4h+ —> SiF<r- + 6H+ (4) 

Previous work [3] has correlated the deposition tendencies of metals with their reduction 
potentials. More electropositive metals, like Fe and V, are observed to remain in solution 
while Au and Cu are seen to reduce on the silicon surface. 
To study the influence of Au-related states on surface recombination, wafers were cleaned with 
the standard MIT sequence before immersion in dilute HF contaminated with 12.5 ppb Au. 
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The wafers were then transferred to a bath of 49% HF for lifetime measurement. In the case 
where ion diffusion to the wafer surface is the rate limiting step of the deposition process, the 
surface concentration of Au should be: 

NAu(t) = 2D*CTr-2ti (5) 

where D is the liquid state diffusion constant and C is the Au+++ concentration in the so- 
lution bulk. Figure 1 shows the reciprocal lifetime plotted against (immersion time) 2. The 
strong tz dependence is consistent with the diffusion-limited model proposed above. Using a 
literature value of D=9.7xlCT6cm2/s for Au(CN)j, the capture cross-section is calculated as 
a = d/2{NAuTVth) = 10-17cm2. 

0.005 

0.004 

10      0.003 

0.002 - 

0.001   - 

0.000 

Figure 1:   Inverse lifetime plotted versus (time) 2. 
supports the model of diffusion-limited deposition. 

The t2 dependence 

Surface states related to Cu have also been studied. In the low coverage range (<5x 10ucm~2), 
Cu is observed to deposit atom-by-atom. As the surface coverage increases, the formation of 
Cu clusters on the surface becomes possible. Thus this high coverage regime allows for a second 
deposition mechanism in which the Cu ions deposit directly onto pre-existing Cu clusters using 
e~ supplied by silicon corrosion [4]. 

Since Cu deposition is known to occur more slowly from concentrated HF solutions than from 
dilute HF [5], low surface coverage samples were obtained by immersing clean n- and p-type 
wafers in 10% and 49% HF solutions containing 30 ppb Cu++. Lifetime measurements were 
performed in 49% HF. The wafers were then analyzed by TXRF for an accurate determination 
of the surface coverage. The calculated cross-sections are a„«6x 10~17em2 for electrons in 
p-type material and ov w 9 x 10~17cm2 for holes in n-type. ^- "' 
Wafers with high Cu coverage were prepared by immersing clean n- and p-type wafers in a 
1:100 HF bath contaminated with 400 ppb Cu++ for 5 minutes. Precipitate size distributions, 
prepared using Atomic Force Microscopy (AFM), are shown in Fig. 2. Although precipitate 
morphologies are quite different, with n-type showing smaller but more numerous clusters than 
p-type, the minority carrier capture cross-section per cluster, a = 2 x 10-14cm~2 is roughly 
the same for both materials. 
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Figure 2: Precipitate size distributions for wafers immersed for 5 minutes 
in 1:100 HF containing 400 ppb Cu++. 

Initial Stages of Native Oxide Growth 

Numerous studies have been performed on the initial stages of silicon oxidation, using a 
variety of techniques like Fourier Transform Infrared Spectroscopy (FTIR) [6], X-ray Pho- 
toelectron Spectroscopy (XPS) [7], and High Resolution Electron Energy Loss Spectroscopy 
(HREELS) [8]. Unfortunately, many of these techniques suffer from low sensitivity and can't 
observe any surface activity within the first 30 minutes of air exposure. The high sensitivity 
of RF-PCD makes it useful for studying these initial stages of the oxidation process. 
Experiments to study the reactivity of H-terminiated silicon surfaces under different ambients 
have been performed. An n-type silicon wafer was cleaned and immersed in 49% HF for lifetime 
measurement. The HF solution and wafer were then placed in a glovebox which was purged 
with N2. The wafer was subsequently removed from the HF and its lifetime was monitored 
continuously. 
Figure 3a shows a wafer that has been taken directly from a 49% HF solutions into a N2 

environment. At 1250s, the flow gas was switched from N2 to dry 02. The immediate decrease 
in the measured lifetime indicates that 02 is reacting with the surface. Figure 3b shows 
similar data for dry N2 and N2 that was bubbled through DI water. The lifetime remains 
high, indicating that no degradation is occuring as a result of the increased water content. 
Together, these sets of data implicate 02 and not H20 as the major reactive agent in the 
initial stage of the native oxidation of silicon. 
Oxygen is initially thought to insert in Si-Si backbonds [8]. This insertion strains the lattice 
and leads to the formation of dangling bonds in the near surface region. Assuming a capture 
cross-section a = 10~16cm2 for a dangling bond, and assuming that full monolayer surface 
coverage is achieved after 20 days, we can extrapolate from our data that the Si/native oxide 
interface will contain « 8xl013 dangling bonds / cm2. This areal density translates to the 
formation of a dangling bond with the insertion of roughly each 10 oxygen atoms. 
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Figure 3: Number of surface states versus time for a wafer (a) contained 
under nitrogen and then exposed to dry O2, and (b) contained under dry 
N2 and then exposed to N2 which had been bubbled through DI water. 

Surface Passivation by Halogens 

Hydrogen passivation of the silicon surface is known to make it less reactive and thus limit 
the potential for contamination by physisorption and chemisorption of foreign species. Such 
passivation, though, is rarely perfect, as there is usually some equilibrium concentration of 
dangling bonds remaining on the surface. Subsequent immersion of these surfaces in halo- 
gen/alcohol solutions is thought to passivate these remaining dangling bonds and further 
reduce the reactivity of the surface. 
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Figure 4: Density of surface states versus time for wafers immersed in var- 
ious iodine/alcohol solutions following treatment with 1:100 dilute HP. The 
similarity of the curves indicates that solvent polarity is not a significant 
factor in the passivation process. 

To determine the efficacy of halogen surface passivation, wafers were given the standard MIT 
clean and then immersed in halogen/methanol solutions. By monitoring the surface recom- 
bination lifetime it was determined that iodine is a more effective electronic passivant than 
bromine as it leaves fewer trap states on the surface at an order of magnitude lower solution 
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concentration. In addition, the role of the solvent in the passivation mechanism was inves- 
tigated using iodine containing solutions of methanol, isopropyl alcohol (IPA) and tetrahy- 
drofuran (THF). The number of surface states, calculated from r-1 assuming a = 1016cm2, 
is plotted as a function of time in Fig. 4 . All curves obey first order reaction kinetics with 
roughly the same time constant and yield similar degrees of surface passivation for long immer- 
sion times. THF is a polar aprotic solvent and as such cannot participate in dissociation and 
addition to the silicon surface. This property provides strong evidence that iodine is the pas- 
sivating species and that the mechanism of passivation involves the reaction of unpassivated 
sites with monatomic halide radicals. Also consistent with this mechanism, the effectiveness 
of halide passivation correlates inversely with halogen bond strength and the passivation rate 
remains constant regardless of solvent polarity. 

Conclusions 

We have detected surface defect states caused by the adsorption of Au and Cu ions from 
solution. Au deposition occurs atom by atom. Cu deposition occurs atom by atom in the low 
coverage regime (<5xl011cm~2) and forms metallic clusters for higher coverages. 
We have observed that degradation of the H-passivated silicon surface begins immediately 
upon exposure to O2. Wet N2 results in no surface states, implicating O2 as the dominant 
reactive species in the native oxidation of silicon. Under the assumption that dangling bonds 
with a = 10"16cm2 are the observed defects, we calculate that 1 dangling bond is formed for 
every 10 O atoms inserted in the silicon lattice. 
We have shown that halogen-containing solutions can passivate the silicon surface. The uni- 
formity of the results for different solvents provides strong evidence that the passivating agent 
is the halogen and that the passivation reaction involves monatomic halide radicals. 
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Abstract. Positron lifetime spectroscopy was used to investigate a porous silicon film sub- 
jected to heat treatments in argon atmosphere. After annealings between 300 and 500° C the 
mass of the film increased by 17% due to oxygen uptake. Vacancy clusters in the silicon oxide 
layer covering the nano-crystallites increased their concentration by a factor of 3. Above 900° C 
significant structural changes of the film took place as manifested by growth in the size of 
vacancy clusters. 

Introduction. 

Nanocrystalline semiconductors are being investigated extensively in part because of their 
novel physical properties but also because of the technological interest in nano-sized devices. 
Porous silicon is a nanocrystalline material whose surface area per unit volume is very large 
(~ 100m2/cm3) so that surface properties play an important role in determining its charac- 
teristics. These surface properties, in turn, are strongly dependent on the preparation of the 
material and its subsequent treatment. 

Porous silicon is produced by the anodization of crystalline silicon in a hydrofluoric acid solu- 
tion following which infrared spectroscopy indicates an abundance of Si-H bonds on the internal 
surfaces (i.e. the pore walls); these measurements also show that the hydrogen is completely 
removed in a brief annealing at ~ 400° C in vacuum [1]. Simple aging in air inevitably results 
in the formation of an oxide layer on the surfaces. 

Positron annihilation offers the possibility of investigating a number of important aspects of 
the material since some positrons will sample the silicon oxide where they may be trapped by 
vacancy-like defects while others escape from the crystallite and form positronium in the pores 
or on the pore walls. The lifetime of those positrons which are trapped depends upon, among 
other things, the open volume of the defect; those positrons forming positronium produce either 
parapositronium which undergoes rapid (125 ps) self annihilation, or orthopositronium from 
which annihilation normally occurs by the so-called pick-off process with a lifetime strongly 
dependent on the surface condition of the pores. 

Experimental. 

The porous silicon layer was produced by the anodization of p-type crystalline silicon in a so- 
lution of 50% hydrofluoric acid in ethanol (4:1) for 22 min. at a current density of 57 mA/cm2. 
The resulting layer was 94 fim thick and had a gravimetrically determined porosity of 69%. 



1726 Defects in Semiconductors - ICDS-19 

Heat treatments were done in a pure argon atmosphere in order to minimize atmospheric ox- 
idation at high temperature. With this procedure, however, air adsorbed on the pore surface 
may still contribute to oxidation. 

Positron lifetime measurements were performed using a lifetime spectrometer with a time res- 
olution of 200 ps. The positron source consisted of 15 fid of 22NaCl deposited very uniformly 
over a small area on 0.8 fim thick aluminum foil resulting in a very small source contribution 
(2% intensity with a lifetime of 250 ps). Further details of data acquisition and analysis proce- 
dures may be found in Ref. [2]. 

Results and discussion. 

The thickness of the porous silicon layer is not sufficient to stop all the positrons incident upon 
it (in fact it stops only about one-third) so the rest annihilate in the crystalline silicon backing 
with a characteristic lifetime of 217 ps. The intensity of this component, J2i7, which is a direct 
measure of the fraction of positrons penetrating the porous layer, is readily determined from 
the lifetime spectrum. This makes possible an estimation of the mass of the porous layer since 
the fraction is given by 

I217 = exp(-< • a), (1) 

where t is the thickness of the layer and a is 
70 
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a = 17.Gp/E^icm-1}, (2) 
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FIG. 1. The percentage of positrons, I^n, 
transmitted through the porous layer as a 
function of annealing temperature. 

where p is the density of the layer (in g/cm3) 
and E is the maximum energy of the posi- 
trons (in MeV). Thus, a change in the mass 
(per unit area) of the layer will be reflected 
in a change in J2i7- Fig. 1 shows the fraction 
of positrons passing through the porous layer 
as a function of heat treatment temperature 
and Table 1 shows the corresponding calcu- 

lated relative changes in mass of the layer 
at selected temperatures. 

The decrease in mass between 20 and 
200° C is probably due to the desorption 
of adsorbed gases. The 17% increase 
between 300 and 500° C most likely arises 
from the incorporation of oxygen to form 

Table I. Relative change in layer mass as a function of heat treatment temperature. 

Temp. (°C)    20    200    250    300    400    450    5ÖÖ     55Ö"- 

Am/m0(%)    0    -5.8   -5.8   -5.8    2.0    7.7    11.3    11.3 
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silicon oxide replacing the hydrogen which effuses in this temperature range. Oxygen uptake 
under similar circumstances (heat treatments in an inert atmosphere) was also observed by 
Möller et al. [3] by means of infrared spectroscopy. As suggested above, the source of the 
oxygen is most likely the air adsorbed on the pore walls. Thus, the number of oxygen atoms 
involved is nearly 34% of the number of silicon atoms in the porous layers. If each oxygen atom 
satisfies two dangling bonds left by the effusion of hydrogen, the original hydrogen uptake 
during the formation of the porous silicon would be ~68% of the number of silicon atoms, but 
this is undoubtedly an overestimate. 

To adequately describe the lifetime spectra, five lifetimes, rx to r5, with associated intensities, 
li to I5, were required. The longest lifetime, rs, was obtained from a measurement using 
a coarse time calibration (100 ps/channel). This value was then fixed in the analysis of a 
lifetime spectrum measured with a finer time calibration (25 ps/channel) yielding the remaining 
components. The two shortest components, TJ and r2, relate to parapositronium annihilation 
and the annihilation of positrons in the silicon substrate. The remaining three components are 
relevant to the porous layer and their lifetimes and intensities are shown in Figures 2 and 3. 
In Fig. 3 the intensities are normalized to the fraction of positrons annihilating in the porous 
layer. The intensity, li, of the parapositronium component, which is not shown, constitutes the 
balance to 100%. 
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FIG. 2. Porous layer positron lifetimes as a 
function of annealing temperature. 
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for the porous layer normalized to the fraction 
of positrons annihilating in the layer. 
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10001200 
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FIG. 4. Relative vacancy cluster concentration 
as a function of annealing temperature. 

The lifetime r3 is attributed to vacancy 
clusters in the silicon oxide since the lifetime 
of ~ 450 ps is substantially larger than for 
crystalline Si02 (235 ps). Above 900°C there 
is substantial increase in cluster size (as 
indicated by the increase in r3), suggesting 
vacancy migration around 900° C. From the 
intensity of this lifetime component (see 
Fig. 3) the relative change in cluster concen- 
tration can be calculated, with results shown 
in Fig. 4. From this figure it is clear that the 
vacancy cluster concentration increases 
significantly during the oxygen uptake to 
500° C as discussed above. Subsequently, 
relaxation takes place gradually up to 
~ 900°C, restoring the content of vacancies 
to the original level. Above this temperature 

further reduction to about one-third of the 
original value takes place, likely due to va- 

cancy migration. The above suggests that the silicon oxide is heavily defected up to ~ 600°C, 
but heat treatment above ~ 900° C can significantly reduce the defect content.   It is also at 
such high temperatures that good quality SiC>2 must be grown on crystalline Si, an observation 
which points to the detrimental influence from vacancies. We also note that grown-in vacancies 
in single crystalline SiC>2 undergo significant reduction in concentration and clustering around 
1000°C. 

The r4 component in Fig. 2 is attributed to positronium trapped at surface defects, the amount 
of which increases dramatically above 1000°C from ~3% to 35% (see Fig. 3). The last lifetime, 
r5, arises from positronium in the pores. This positronium interacts only weakly with the pore 
walls (as deduced from its large lifetime value in contrast to r4). Noteworthy is the sharp 
decrease around 600° C which suggests a stronger interaction possibly arising from a structural 
change in the surface of the silicon oxide. The intensity of the rs component decreases above 
~ 1000°C while the intensity of the surface related r4 increases markedly. This indicates that 
surface traps are generated, thus increasing I4 at the expense of I5. 

Conclusion. 

Porous silicon undergoes several changes upon heat treatment. Hydrogen effusion (up to 500°C) 
results in oxygen uptake (34% atomic), and a three-fold increase in vacancy cluster concentra- 
tion in the silicon oxide. This increase is removed gradually above 600°C dropping below 
the original concentration only above ~ 900° C. Above this temperature significant structural 
changes take place in the silicon oxide layer, reducing the vacancy content but at the same time 
increasing the "activity" of surface traps. 
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LUMINESCENCE DUE TO ELECTRON-HOLE CONDENSATION 
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Abstract. Photoluminescence of silicon-on-insulator (SOI) wafers was investigated using ultravio- 
let (UV) light as an excitation source. A characteristic emission band appeared at liquid helium tem- 
perature with a shape similar to the electron-hole liquid signal. The band was observable over a 
wide temperature range up to room temperature with systematic peak shift and broadening. The 
spectral shape analysis of the band indicates that the emission occurs as a result of the recombination 
of photoexcited electrons and holes in their condensed phase. The condensation is realized, since 
UV light is absorbed predominantly in the SOI layer and the SOI structure prevents the photoexcited 
carriers from diffusing into the substrate. This was confirmed by the spectral dependence on the 
excitation intensity and the SOI layer thickness. We showed that the characteristic emission is sen- 
sitive to the microdefects and the interfacial quality, suggesting its applicability to the characterization 
of SOI wafers. 

Introduction. 
A silicon-on-insulator (SOI) appears to be one of the most promising structures for a next generation 
device. Various techniques have recently been reported for producing high quality ultrathin SOI 
layers, such as separation by implanted oxygen (SIMOX) [1] and bond and etch-back SOI (BESOI) 
[2]. The thickness of the state-of-the-art SOI layers is a mere 100 nm, and characterization of such 
ultrathin SOI layers has so far been quite difficult. 

We reported in an earlier paper [3] that a characteristic luminescence appeared in the SOI wafers under 
ultraviolet (UV) light excitation at 4.2 K, which we assumed is ascribable to electron-hole liquid 
(EHL) on the basis of its spectral similarity. In this report we investigate the dependence of the 
characteristic luminescence on the temperature, the excitation intensity and the sample properties. 
Since this luminescence is observable above the critical temperature of EHL and has a spectral shape 
similar to EHL, we refer to it hereafter "condensate" emission. We show that condensate emission 
is due to the radiative recombination of electrons and holes in their condensed phase. We demon- 
strate the applicability of the luminescence to the characterization of defects and interfaces in SOI wa- 
fers. 

Experimental procedures. 
Sample preparations. Samples used for the present measurement were SIMOX and BESOI 
wafers. The SIMOX wafers were prepared by an oxygen implantation at a low dose condition of 4 
x 1017 cm"2. The wafers were annealed to remove the implantation damage and to control the thick- 
ness of the SOI layer [1], SOI thickness (fS0I) was varied at 54, 75, 180, and 320 nm. Resistivity of 
the SOI layers was 20-30 Q- cm (boron-doped, /?-type). The BESOI wafers with a 100 nm thick 
SOI layer were prepared by the plasma assisted chemical etching technique. The wafers were an- 
nealed to remove damages induced by the plasma etching and were covered with an oxide layer dur- 
ing annealing. Both SIMOX and BESOI wafers had the identical structure of substrate / buried ox- 
ide layer / SOI layer / surface oxide layer. For comparison we measured the samples whose oxide 
and SOI layers were removed by HF and alkaline solutions, respectively. The thickness and the 
resistivity of the SOI layer were nearly the same in the SIMOX and BESOI wafers. As a result, the 
essential features of the luminescence were the same between the two wafers.    We will show the 
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results on the SIMOX wafers in this report Detailed comparison between the two wafers is now 
being made. 

Photoluminescence measurements. Photoluminescence (PL) spectra from the samples were 
taken at 4.2 - 295 K using UV light excitation from an Ar ion laser operated at 351 and 364 nm. 
Visible light excitation with a Kr ion laser operated at 647 nm was also used for comparison. The 
penetration depth of the UV and visible light in Si crystals is about 50 and 5000 nm, respectively [4]. 
The incident power and beam size on the sample surface were about 50 mW and 3 mm, respectively. 
The incident power was varied by three orders of magnitude to investigate the excitation intensity de- 
pendence. PL from the samples was analyzed with a grating monochromator (f = 0.67 m, F = 4.7) 
and detected by a photomultiplier (Hamamatsu R5509-41). 

Results and discussion 

Characteristic PL in SOI. We compared the PL spectra from the following three types of sam- 
ples at 4.2 K under both UV and visible light excitation: (a) the as-received SIMOX wafer (substrate / 
Si02 / Si / Si02), (b) the wafer without surface oxide layer (substrate / Si02 / Si), and (c) the substrate. 
When the samples were excited by the visible light, the light penetrated deep into the substrate. 
Therefore, the emission came out predominantly from the substrate in all the samples; there was no 
substantial difference in the PL spectra among the samples. The PL spectra were identical with that 
shown in Fig. 1(c) explained later. 

In contrast, a drastic change occurred under the 
UV light excitation: Figures 1(a), (b) and (c) are 
the PL spectra of samples (a), (b) and (c) of the 
SIMOX wafer with rS0I = 75 nm, respectively. 
The spectrum from sample (c) consists of free 
exciton (FE), boron bound exciton (B1), and bo- 
ron bound multiple exciton complex (B2, B3) lines 
[5]. The subscript TO in the label denotes the 
transverse-optical-phonon sideband. This spec- 
trum is generally observed in boron-doped Si crys- 
tals with a resistivity of about 20 Q- cm. Con- 
densate emission appeared in sample (a), and dis- 
appeared in (b): The emission appeared if and only 
if the SOI layer was sandwiched by oxide layers. 
The spectral shape of condensate emission at 4.2 
K was the same as that of EHL observed in con- 
ventional Si wafers under very high excitation 
intensity condition [6,7]. 

We believe that condensate emission originates 
from the electron-hole condensation in the SOI 
layer. The UV light can excite only the SOI layer 
because of the shallow penetration depth, and the 
excited carriers are confined within this layer by 
the presence of the diffusion barrier. If the SOI 
layer is sandwiched by the oxide layers, the re- 
combination velocity at the interfaces becomes 
very low. This makes the density of electrons 
and holes extremely high even under a weak exci- 
tation condition. 

The characteristic shape of condensate emission 
also supports this idea. Spectral shape of the 
radiative recombination of electrons and holes in 
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Fig. 1. PL spectra of SIMOX wafers (fS0I = 
75 nm) at 4.2 K under UV light excitation, 
(a) as-received wafer, (b) wafer without 
surface oxide layer, and (c) substrate. 
Symbol "xlO" denotes relative amplitude 
factor.    Open circles indicates calculated 
spectral shape with n = 3.0 x 1018 

and T = 12 K. 
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their condensed phase is given by the following equation [6,7]: 

IQiv) = AfJ'^'D, (E)DH (h V - £„. - E)f(E,F„T)f(hv - £™ - E,F„,T)dE (1) 

where Dt and Dk are densities of states of electron and hole, respectively, Ft and Fh are the respective 
quasi-Fermi energy, /s are the respective Fermi functions, hv is the energy of emitted photon, and 
£onsct is the onset energy of condensate emission. Since the observed emission is the TO-phonon 
sideband, £onstt is equal to the effective bandgap energy for the condensed electrons and holes minus 
TO phonon energy. The values of Ft and Fk are determined by the carrier concentration («) and 
temperature (T). The spectral shape of condensate emission was fitted by Eq. (1), taking n, T and 
£onset as adjustable parameters. Details of the curve fitting procedure will be described in a separate 
paper [8]. The best fit result is shown by open circles in Fig. 1(a), where T - 12 K and n = 3.0 x 
1018 cm'3. There was close agreement between the calculated and observed spectra. The obtained 
n value coincides with the theoretical carrier density in EHL [6,7]. The discrepancy between the 
fitted T value and the measurement temperature is due to the local heating of the sample and to the 
difference between the carrier temperature and the lattice temperature. The estimated carrier tempera- 
ture is lower than the critical temperature for EHL (=25 K). These results confirm for us that con- 
densate emission at 4.2 K originates from EHL. 
Temperature dependence. Electron-hole condensation should occur in the SOI layer under the 
UV light excitation regardless of the sample temperature, while EHL cannot exist above the critical 
temperature. It is, therefore, interesting to investigate the temperature dependence of condensate 
emission from the SOI layer. Figure 2 shows the PL spectra of the same sample as Fig. 1(a) at tem- 
peratures between 12 and 293 K; solid and broken lines were taken under the UV and visible light 

0.95     1.05     1.15     1.25 
Photon Energy (eV) 

Fig. 2. Temperature dependence of PL spectra 
of SIMOX wafer (rS0I = 75 nm). Solid and 
broken lines are spectra taken under UV and 
visible light excitation, respectively 
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Photon Energy (eV) 

Fig. 3. PL spectrum of SIMOX wafers (fS0I = 
75 nm) at 30 K under UV light excitation. 
Open circles indicates calculated spectral 
shape with n = 3.0 x 1018 cm'3 and T = 45 K. 
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excitations, respectively. Condensate emission was observable above the critical temperature under 
the UV light excitation and, surprisingly, remained up to room temperature. The nearly symmetric 
shape of condensate emission is in marked contrast to the Boltzmann-shape of the FE line observed 
from the substrate under the visible light excitation. 

Electron-hole condensation above the critical temperature leads to the formation of electron-hole 
plasma (EHP) [9]. The spectral shape of the EHP emission is also given by Eq. (1). The shape of 
the spectrum at 30 K fitted well with Eq. (1), as shown by open circles in Fig. 3. The adjustable 
parameters in the fitting procedure were T = 45 K and n = 3.0 x 1018 cm"3. It is reasonable that the 
present spectrum at 30 K is fitted well by the same n value as that at 4.2 K, since the excitation condi- 
tion is nearly the same. The difference in the temperature between the fitting parameter (45 K) and 
the measured value (30 K), which is larger than that for the spectrum at 4.2 K, is possibly due to the 
error in temperature measurement because of the heat-conduction-type sample holder of the tempera- 
ture-variable cryostat A good agreement between the observed and calculated spectra leads us to 
suggest that condensate emission above the critical temperature originates from EHP. This is further 
investigated in the following section. 

Excitation intensity dependence. According to the phase diagram of electron-hole condensa- 
tion in Si, FE's are dissociated into EHP when the density of FE reaches the Mott criterion [9]. The 
density of electrons and holes in the EHP increases with the excitation intensity, resulting in the 
broadening and red-shift of the emission band. This contrasts remarkably with the EHL emission 
below the critical temperature, which shows neither broadening nor red-shift. We examined the 
excitation intensity dependence of condensate emission to check whether or not the emission is really 
due to EHP. 

The PL spectra of the SIMOX wafer with rS0I = 75 nm at 30 K are shown in Fig. 4 as a function of 
the excitation intensity.    At the lowest excitation intensity a typical FE luminescence appeared with 
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Fig. 4. Excitation intensity dependence of 
condensate emission from SIMOX wafer (rS0I 

= 180 nm) at 30 K under UV light excitation. 
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Fig. 5.   Effect of SOI thickness on EHP lumi- 
nescence from SIMOX wafer at 30 K. 
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the Boltzmann shape. The spectral shape changed gradually with the excitation intensity: The peak 
shifted toward the low energy side and the halfwidth broadened. This change agrees with that ex- 
pected for the FE-EHP transition mentioned above, which confirms the idea that condensate emission 
above the critical temperature originates from EHP. 

S ample dependence. In the preceding sections we have shown the characteristics of condensate 
emission. Those characteristics were commonly observed in the SOI samples with a surface oxide 
layer.    Now we will show variations of this emission, depending on the sample properties. 

Figure 5 shows the effect of the thickness of the SOI layer in SIMOX wafers on the EHP lumines- 
cence at 30 K. As the thickness decreased, the peak position of the EHP emission shifted to the low 
energy side and its halfwidth broadened. This tendency is substantially the same as the excitation 
intensity dependence (Fig. 4), where the smaller thickness corresponds to the higher excitation inten- 
sity. This is explained by the fact that the volume in which EHP is confined decreases with decrease 
in SOI thickness, resulting in an increase of the plasma density. 

Sample dependent variation was also found in the excitation intensity dependence of the condensate 
emission at 16 K. Two typical excitation intensity dependences are shown in Fig. 6. Since the 
temperature of 16 K is lower than the critical temperature for the EHL formation, we can expect the 
coexistence of FE and EHL [9]. As expected, both FE and EHL were observed in the first type of 
dependence (Fig. 6(a)). The EHL emission appeared even under the weakest excitation intensity 
condition and dominated the spectra under higher excitation. However, the EHL emission was not 
observed under the weak excitation condition in the second type dependence, as shown in Fig. 6(b). 
Instead, the evolution of the EHP-like emission was recognized by increasing the excitation intensity. 
A similar spectral change was observed in bulk Si and was interpreted by a modified phase diagram 
for FE, EHP and EHL [10]. We measured four samples: Two samples showed the first type de- 
pendence and the others showed the second type.    We have not yet identified the difference in 
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Fig. 6. Two types of excitation intensity dependence of condensate emission from SIMOX wafers at 
16 K under UV light excitation. EHL emission appears at low excitation intensity in the first type 
(a), while evolution of EHP with excitation intensity is recognized in the second type (b). 
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properties between these two sample groups. 

We speculate that microdefects and interfacial irregularities act as the nucleation centers for EHL. 
Thus, the density of the microdefects and/or the degree of the interfacial irregularities are higher in the 
samples showing the first type dependence than in those showing the second type. Further analysis 
on the sample dependent variation of condensate emission should allow us to characterize microde- 
fects in the SOI layer and the interfacial quality. 

Conclusion. 

We have investigated condensate luminescence from SOI wafers excited by UV light in the tempera- 
ture range between 4.2 and 295 K. The spectral shape of the emission at 4.2 K and that at 30 K 
were fitted well by the theoretical calculation for electrons and holes recombining from their con- 
densed phase with the adjustable parameter of the carrier concentration being 3.0 x 1018 cm"3. This 
value is equal to the reported critical carrier concentration for EHL. Condensate emission showed 
red-shift and spectral broadening with increasing excitation intensity and with decrease in SOI layer 
thickness. These confirm the idea that the photoexcited carriers are confined in the SOI layer and 
reach their condensed phase. We demonstrated the applicability of the condensate emission to char- 
acterization of the microdefects and the interfacial quality of SOI wafers. 
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Abstract. At the GaAs-on-AlAs interface grown by molecular beam epitaxy (MBE), deep electronic 
states are observed by deep-level transient spectroscopy and capacitance-voltage measurements. It is 
shown that the generation of two electron traps at this AlAs/GaAs interface is related to the growth 
mode of the AlAs layer. For the two-dimensional growth modes, the trap concentrations are lowest. 
We attribute the deep levels to intrinsic defects, which are steadily formed during growth on the 
AlAs surface. The defects are incorporated into the AlAs layer close to the interface. When AlAs is 
grown in the pseudo-two-dimensional mode at the rather low temperature of 550 °C, the total 
charge density at the GaAs-on-AlAs interface can be minimized. 

Introduction 
The properties of the AlxGai.xAs/GaAs interface have significant consequences for the characteristics 
of heterojunction-based semiconductor structures. It is well established that the electronic properties 
of the inverted (GaAs on AlxGai_xAs) interface are inferior to those of the normal (AlxGauxAs on 
GaAs) interface. The origin for this asymmetry has not been fully understood yet. One reason might 
be the interface roughness induced by the lower Al mobility on the AlxGai_xAs surface during MBE 
growth [1]. Furthermore, interface charges can arise from the segregation of ambient impurities 
[2-4]. It has been demonstrated for example that oxygen can accumulate at the inverted interface 
[2,4]. In Si-doped isotype heterojunctions, however, such an accumulation of oxygen has not been 
observed [5]. Using deep-level transient spectroscopy (DLTS) [6], we have recently found a series 
of electron traps, which appear at the Si-doped inverted AlxGai.xAs/GaAs interface [7]. Then- 
occurrence on the AlxGai_xAs side of the heterojunction is characteristic for the inverted interface in 
the entire composition range. 

In order to study the mechanism, by which these interfacial defect states are formed, we have 
examined GaAs-on-AlAs interfaces grown under different conditions. It is known that three- 
dimensional (3D) growth of AlAs occurs in & forbidden window between 600 and 680 °C [8,9]. This 
growth mode identified by the formation of facets results in a rough surface [9,10]. The 2D mode at 
temperatures above 680 °C leads to a smooth AlAs surface. In addition, a re-entrant pseudo-2D 
mode can be realized with sufficiently high AS4 flux at temperatures below 600 °C, as indicated by 
oscillations of reflection high-energy electron diffraction (RHEED) intensities [8,9]. The pseudo-2D 
growth mode also provides an AlAs surface without facets. Since there is no similar peculiarity for 
GaAs, the inverted interface between GaAs and AlAs should reflect the distinct AlAs growth modes. 
We show that the generation of two electron traps at the inverted AlAs/GaAs interface is related to 
the AlAs growth mode. The deep levels probably originate from native point defects, which are 
formed on the growing AlAs surface and hold back at the inverted interface. The total density of 
interfacial charges is lowest, when the AlAs layer is grown in the pseudo-2D mode. 

Experimental 
Isotype AlAs/GaAs heterojunctions were grown by conventional MBE on n-type GaAs(OOl) 
substrates without growth interruption. The growth rate was 0.4 um/h for both the GaAs and the 
AlAs layers. Si was used as dopant. The temperature of the Si cell was kept constant during growth 
of the heterojunction and resulted in an electron density of about lxlO17 cm"3. The 2D, 3D, and 
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pseudo-2D modes of AlAs growth were, respectively, realized at temperatures of 680, 610, and 
550 °C with similar As4 fluxes. 2D (including pseudo-2D) and 3D growth of the AlAs layer were 
verified by the observation of straight and chevron-shaped RHEED features, respectively. Only for 
the 2D and the pseudo-2D modes, persistent oscillations of the RHEED intensity were observed. 
The heterostructures consisted of 240 nm AlAs embedded in GaAs. The thickness of the top GaAs 
layer was about 200 nm. Vacuum-deposited Al dots on the GaAs top layer were applied as Schottky 
contacts for the electrical measurements. 

In order to determine the depth profile of the free carrier concentration, the capacitance C was 
measured as a function of the applied bias voltage V'(C-V method) [11]. The apparent free electron 
concentration NC-v at the edge of the space-charge layer was obtained from the expresssion 

NC_V(W)- 
2 

wie2}. A2qee0 
(1) 

where A denotes the contact area, ee„ the dielectric constant, and q the elementary charge. The depth 
W was calculated from the depletion capacitance C using W(V)=EEoA/C(V). By applying the dc bias 
in reverse direction, the space charge layer edge below the contact could be shifted across the 
inverted AlAs/GaAs interface. 

The deep levels at the inverted AlAs/GaAs interface were investigated by a particular capacitance 
method based on the release of carriers from interface states [12] and by the DLTS technique [6]. 
During the measurement the conductance in parallel to the capacitance was controlled to verify that 
the loss factor of the diode is always less than 0.1. The effective thermal activation energy Elh of the 
electronic states was determined from the temperature dependence of the emission rate en for 
electrons from the deep level into the conduction band according to en=on\,hNcexp(-Etl/kT) [6], 
where a„ denotes the capture cross section of the deep level for electrons at high temperature, v,A the 
thermal velocity of electrons in the conduction band, and Nc the effective density of states of the 
conduction band. 
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Fig. 1. Deep-level spectra (emission rate 90 s"1, filling pulse width 0.1 ms) for Si-doped 
inverted AlAs/GaAs interfaces grown at (a) 680, (b) 610, and (c) 550 °C. The resolution 
of the DLTS signals AC/C is indicated. Filling pulses of 0.5 V and 1 V were applied for 
the spectra of the levels p4 and p6, respectively. The DLTS curves are offset for clarity. 
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Results and discussion 
Using the DLTS technique, interface traps can be distinguished from bulk states, since the DLTS 
peak height for spatially confined states becomes highest, when the Fermi level crosses the particular 
interfacial level at a specific bias value. From our studies on AlAs/GaAs heterostructures it can be 
deduced that the Si-doped GaAs and AlAs layers were practically free of electron traps (cf. also 
Ref. 7). A series of deep levels was, however, found at the inverted AlAs/GaAs interface [7]. In the 
following, we concentrate on the interfacial levels p4 at 0.60 eV and p6 at 0.95 eV below the AlAs 
conduction band edge [7]. 

For the AlAs/GaAs heterojunctions grown at 680, 610, and 550 °C with similar AS4 fluxes, typical 
spectra of the DLTS signal AC/C are shown in Figs. 1(a), 1(b), and 1(c), respectively. The deep-level 
spectra in Fig. 1 were measured at biases, where the responses of the levels p4 and p6 are maximal. 
In spite of the interface roughness, which is especially produced by the 3D growth of the AlAs layer, 
discrete levels are clearly indicated in Fig. 1. The interface seems to be reasonably perfect on an 
atomic scale. It is seen in Fig. 1 that the maximum peak height for both electron traps is strongly 
related to the AlAs growth mode and, in particular, by about one order of magnitude higher, if the 
interface is formed after 3D growth of the AlAs layer (Fig. 1(b)). The interfaces grown under 2D and 
pseudo-2D mode conditions for the AlAs layer (Figs. 1(a) and 1(c)) exhibit about the same contents 
of the interfacial levels p4 and p6. Since their concentrations are minimized for both the 2D and the 
pseudo-2D growth modes, it is suggested that both traps are associated with imperfect processes on 
the AlAs surface during growth. 
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Fig. 2. Depth profiles of the apparent electron concentration Nc.v (measured at 300 K 
and 100 kHz) for Si-doped inverted AlAs/GaAs interfaces grown at (a) 680, (b) 610, and 
(c) 550 °C. The positions of the inverted AlAs/GaAs interfaces are indicated by arrows. 
Note the same horizontal and vertical scales in (a), (b), and (c). 

For the heterointerfaces grown at 680, 610, and 550 °C, the depth profiles of the apparent electron 
concentration NC-v are displayed in Figs. 2(a), 2(b), and 2(c), respectively. The positions of the 
inverted interface are indicated. The depth profiles differ remarkably from each other. Note the 
identical scaling in Figs. 2(a) - 2(c). The interfaces grown at 680 and 610 °C show a large carrier 
deficit of about lxlO12 cm"2, which is due to a high concentration of electron traps at the inverted 
interface. When AlAs is grown in the pseudo-2D mode at 550 °C, electrons are accumulated on the 
GaAs side of the inverted AlAs/GaAs interface (cf. Fig. 2(c)), because the total density of electron 
traps is drastically reduced to a level of about 4xl010 cm"2. 
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The bumps in the NC-v vs depth profiles just below 300 nm originate from additional capacitance 
contributions of discrete electronic levels at the interface [11,12]. The release of captured electrons 
from interface levels, which at sufficiently high reverse biases gives rise to the apparent carrier 
enhancement, can be employed for a spectroscopy of spatially confined traps (release spectroscopy). 
Applying the model of Ikeda et al. [12], the energy distribution of the interface state density Nis(E,) is 
calculated from 

N,= 
Nr 

Nr 
— 1 

&QW(V) 

Ec„ — E, — 
q2N 
2zz 

42v^(w(v)-w;.) 
and (2a) 

(2b) 

where ND denotes the doping density, Wt the location of the interface, and EF„ the position of the 
bulk Fermi level. The level position E, may differ from the thermal activation energy Eth due to a 
thermally activated capture process [6,11]. In contrast to the DLTS method, the release 
spectroscopy is not affected by the filling process. Actual numbers of interfacial traps per unit area 
can be therefore directly determined. 
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Fig. 3. Energy distributions of the state density Nis at the inverted AlAs/GaAs interface 
(release spectra) as obtained by Eq. (2) from C-V measurements on the samples studied 
in Fig. 2. Ec is the AlAs conduction band edge. Note the same energy scaling. 

For the GaAs-on-AlAs interfaces studied in Fig. 2, release spectra are depicted in Fig. 3. In 
accordance with the DLTS result for the electron traps p4 and p6, signals of discrete levels are found 
at energies of about 0.6 and 0.9 eV. Since the peaks in Fig. 3 originate exclusively from spatially 
confined electronic states, the interfacial character of the DLTS levels p4 and p6 is confirmed by the 
release spectra. The largest contribution (5.7x10" cm"2/eV) is observed for the level p6 at the 
AlAs/GaAs interface grown at 610 °C. The area below the p6 signal in Fig. 3(b) corresponds to an 
interface state density of about 6.5xl010 cm"2. Unfortunately, the release of electrons from shallower 
traps cannot be observed at that interface, since the electrons are immediately captured by the deeper 
level p6. For the heterojunctions grown at 680 and 550 °C, contributions of both levels are found 
(Figs. 3(a) and 3(c)), because the density of the interfacial level p6 is strongly reduced and by far 
lower than that of the trap p4. 
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Table I. Characteristic data for the electron traps p4 and p6 as well as the total carrier 
deficit at the GaAs-on-AlAs interfaces studied: The capacitance contributions AC/C 
were obtained from DLTS measurements. The actual interface state densities Nt were 
determined from release spectra. The total carrier deficit was measured by the C-V 
method. The AlAs layers were grown in different modes with similar As4 fluxes. 

AlAs growth Electron trap p4 Electron trap p6 
Carrier 
deficit 

AC/C 
(DLTS) 

N,(cnT2) 
(Release) 

AC/C 
(DLTS) 

Ni(cm'2) 
(Release) 

(an2) 
(C-V) 

2D mode 
at 680 °C 7.5xl0'4 2.0xl010 7.0xl0"5 <2xl09 8.5x10" 

3D mode 
at 610 °C 3.3xl0'3 - 3.0xlO"3 6.5xl010 1.5xl012 

Pseudo-2D mode 
at 550 °C 4.0xl0'4 1.5xl010 1.2xl0"4 < 2xl09 4.0xl010 

Characteristic data of the GaAs-on-AlAs interfaces, which were realized with different AlAs growth 
modes, are compiled in Table I. The 2D mode at 680 °C as well as the pseudo-2D mode at 550 °C 
lead to reduced densities of about 2xl010 cm-2 and below 2xl09 cm'2 for the traps p4 and p6, 
respectively. DLTS and release spectra demonstrate that there is practically no difference between 
both growth modes as far as the interfacial traps p4 and p6 are concerned. The total carrier deficit, 
however, is minimized exclusively by the pseudo-2D growth mode at 550 °C. In this case, the 
interface charge of the trap p4 becomes comparable to the total carrier deficit at the inverted 
AlAs/GaAs interface (cf. Table I). The remaining charge difference is likely due to traps in the lower 
half of the AlAs band gap. 

The levels p4 and p6 are probably associated with intrinsic defects on the growing AlAs surface, 
because their formation is largely suppressed by the nearly perfect growth in the 2D mode at higher 
temperature as well as in the pseudo-2D mode at lower temperature. Oxygen might be neglected as 
the origin of both interfacial levels, since a pile-up of oxygen was never observed at Si-doped 
inverted interfaces [5]. Moreover, the levels p4 and p6 were not detected in the AlAs layer, although 
impurity atoms were certainly incorporated into AlAs. An intrinsic origin seems also to be indicated 
by the compositional dependence of the levels p4 and p6 in AlxGai.xAs [7]. 

Conclusions 
The electronic properties of the inverted AlAs/GaAs interface can be optimized, when the AlAs layer 
is grown in the pseudo-2D mode at comparatively low temperatures. Because the total density of 
interface charges becomes sufficiently low under this condition, we achieve the accumulation of free 
electrons on the GaAs side of the inverted interface. The electron traps p4 and p6 at the GaAs-on- 
AlAs interface are related to the AlAs growth mode and likely due to intrinsic defects which are 
continuously formed on the AlAs surface during growth. The defects are incorporated into the last 
AlAs sheet, when GaAs is grown on top. The optimization of the growth kinetics on the AlAs 
surface can be therefore investigated via the electronic states at the inverted AlAs/GaAs interface. 

Our results on interfacial traps are in accordance with the observation that the photoluminescence of 
AlxGai_xAs/GaAs structures is improved at higher as well as at lower growth temperatures [13,14]. 
One reason for the higher electron mobilities achieved in inverted AlxGai.xAs/GaAs heterojunctions 
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with growth temperatures below 600 °C [15-18] and above 680 °C [1] could be the lower density 
of interfacial defects under pseudo-2D and 2D growth mode conditions, respectively. 
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Abstract 
A detailed study is presented about the formation of Frank partial dislocations (FPDs) in 
ZnSe/GaAs (001) grown by molecular beam epitaxy (MBE). The investigations were carried out by 
transmission electron microscopy (TEM), reflection high energy electron diffraction (RHEED) and 
quadrupole mass spectrometry (QMS). 
The GaAs-substrates are pretreated in two steps: a wet chemical etching and a subsequent treatment 
with a hydrogen(H)-plasma in the growth chamber. Plan-view-TEM micrographs reveal a strong 
dependence of the FPD density on the time of chemical etching as well as on the substrate 
temperature during H-plasma etching. Without further precautions the RHEED pattern show thus a 
(2xl)-reconstruction. However, if the H-plasma treatment proceeds under Zn-stabilised conditions 
the (2x1 ^reconstruction disappears and the generation of FPDs in the growing layer is reduced. 
Since the (2xl)-reconstruction results from the formation of a Ga2Se3-layer at the interface, it is 
suggested that the presence of Zn-atoms suppresses the formation of Ga-Se-bonds. Small amounts 
of H2Se act as a Se-source and lead to the formation of Ga2Se3 observed in QM-spectra during 
plasma activation. The H2Se-partial pressure can be drastically reduced by cooling the cryoshields 
in the growth-chamber with liquid nitrogen. After optimizing the substrate preparation on the line 
described we succeeded in a reduction of the Frank defect density to 6-106 cm"2. 

Introduction 
Since the first blue emitting laser structure based on ZnSe was realized fl] degradation limits its 
lifetime and therefore the potenial application as a device. The main reason of degradation seems to 
be the nucleation of stacking faults in the ZnSe/GaAs interface region. This nucleation occurs 
during the initial stages of growth which are often 3-dimensional and are correlated with the 
formation of a Ga2Se3-interlayer [2]. Dark line defects which develop from these dislocations 
reduce the luminescence efficiency [3]. In the present work the nucleation of dislocations at the 
interface is studied during the initial growth especially in its dependence on substrate preparation. 
Much work has been done to optimize the initial growth of ZnSe on GaAs buffer layers varying the 
surface stoichiometry of the layer during the growth start [4]. Furthermore the influence of GaAs- 
surface termination before growth [5] and the growth mode (MBE or ALE) as a function of several 
growth parameters were studied [6]. In all these investigations a GaAs-buffer layer is grown which 
needes a separate III-V MBE-chamber with a UHV transport system in order to avoid an oxidation 
of the GaAs-surface prior the II-VI growth. We have studied how far growth optimization is 
possible without a GaAs buffer. 
Ga203 formed during wet etching of the substrate can be desorbed thermally at 580°C, a process 
which leads to As-deficiency correlated with a high FPD density in the subsequently grown II-VI- 
layer [7]. In contrast, the use of atomic hydrogen for desoxidation the substrate temperature can be 
lowered to about 350°C. At this moderate temperature a removal of Ga2Ü3 [8] as well as an As-rich 
((2x4)-reconstruction) surface is observed [9] but also As-deficiency is discussed [10]. The authors 
of ref. [8] suggest that atomic H reduces Ga203 to Ga20, which is a volatile oxide and desorbs at 
350°C. Yu et al. [11] estimated a minimal defect density less than 104 cm"2 in ZnSe grown directly 
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on hydrogen cleaned GaAs-substrates. The authors used optical flourescence microscopy and 
related their results with extended stacking faults which act as nonradiative recombination centers. 
The samples of Yu et al. were grown to a layer thicknesses of 2(xm, which greatly reduced the 
density of extended stacking faults. In a preceding publication of our group plan-view TEM 
investigations of dislocation reactions has been carried out [12]. It was found that extended 
stacking faults initially formed annihilate within a thickness range of 300 to 900 nm. On the other 
hand threading segments of dislocations are found after strain relaxation with a density of 108cm"2 

[12]. In this work we investigate the wetchemical and H-plasma preparation of the substrate and its 
influence on the density of Frank partial dislocations (FPDs). These were directly observed in 50- 
60nm thick ZnSe/GaAs samples by plan-view TEM. Furthermore the partial pressure of Se was 
recorded by QM-spectra taken during H-plasma treatment. 

Experimental setup 
The ZnSe-samples were grown in a custom designed elemental source (6N-materials, BN- 
crucibles) MBE-chamber at a background pressure of 2-10"9mbar. The substrate temperature during 
growth was 310°C and the growth rate about 200nm/h. The layers were grown on GaAs(OOl). 
Before the growth starts the substrates were pretrated in a two step wetchemical procedure: the 
adsorbates were removed with a KOH(15%)-solution for 5 minutes, followed by etching in a 
NH3(25%):H2O2(30%):H2O=5ml:lml:lml-solution for 2 minutes. After each step the substrate was 
rinsed three times in 18.2 M£2cm-water. The GaAs-substrates thus prepared are covered with a 1 
nm thick Ga2C>3-layer [13], which is subsequently desoxidized with atomic hydrogen from a RF- 
plasma source in the growth chamber (MPD 21, Oxford Applied Research). We obtained stable H- 
plasma-conditions at a RF-power of 300W and a hydrogen flow of 3 seem. The applied RHEED- 
system (Staib Co.) for in-situ observation of surface reconstructions contains a 35 kV electron gun, 
beam-deflection and -rocking unit, flourescence screen, CCD-camera, PC and evaluation software. 
We used 10 kV accelerating voltage, an incident angle of 1.5-1.8° and the azimuth of the two 
<110>-directions. The MBE-chamber is equipped with a QMS (QMA150 with SEV, Balzers) to 
analyze the residual gas composition during the H-plasma treatment. For plan-view TEM 
investigation the samples were cut into 1x3 mm2 pieces with a diamond wire saw and bonded with 
the layer side onto a metal supportring. While an acetone soluable wax protects the epilayers the 
substrate side is mechanically thinned to a thickness of 70 um with a disc grinder and subsequently 
to 20 urn with a dimple grinder (Gatan). After polishing we reach electron transparency by 
chemical etching with a solution of NaOH(lmol/l):H2O2(30%)=43:7. The TEM-investigations were 
carried out with a Philips CM 30 equipped with a TWIN-lens and a point resolution of 0.23 nm. 
The evaluation of the FPD-density used several plan-view micrographs obtained from different 
sample areas with a magnification of 10500 showing an area of 10x7|im2. 

Results 
Prior to this study the H-plasma preparation was optimized in an earlier investigation using PL. 
Best results were obtained with 3 seem hydrogen flow, a RF-power of 300W and 15 minutes 
exposure at a substratetemperature Ts = 350°C. Before the initial growth of ZnSe Tswas lowered 
to 310°C and the substrate exposed to a Zn-flux for one minute. The growth started with the 
opening of the Se-shutter. 
In the first step of this study only the growth temperature was varied whereas all other parameters 
were kept constant. No change in the FPD-density was observed. Only the shape of the dislocations 
changed with Ts. 
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Fig. 1: The density of Frank partial dislocations de- 
pends on the temperature during H-plasma treat- 
ment. Additional Zn-supply reduces the defect densi- 
ty at 350°C and alters the temperature dependence. 

Subsequently Ts was varied during H- io 
plasma desoxidation keeping the treatment    _ 
time constant. In order to minimize the 
influence    of   a    possible    temperature 
variation between the plasma treatment and 
initial growth we changed Ts continuously 
within   the   last   5   minutes   of plasma 
desoxidation with the help of a ramp driven 
PID-control unit. The resulting density of 
FPDs was evaluated from plan-view TEM 
images and plotted versus Ts as shown in 
Fig. 1. A minimal density of 2.4-107 is 
found for Ts = 350°C. Lower as well as 
higher temperatures lead to an increase of 
the defect density. 
One reason for the creation of FPDs on a 
Se-termiated     GaAs     surface     is     3- 
dimensional initial growth combined with 
the formation of a Ga2Se3-interlayer [2]. 
Fig. 2 shows a plan-view TEM image of a ZnSe-layer grown on a Se-terminated GaAs. We 
evaluated a FPD-density of 7.5-108 cm"2. Therefore the Se and H2Se partial pressure was recorded 
especially     during     H- 
plasma exposure of the 
sample. 
The   QM-spectra   taken 
during    H-supply    and 
plasma treatment in the 
growth     chamber     are 
plotted  in  Fig.   3.  The 
partial pressure of the Se- 
isotopes   including  their 
hydrides increases 
slightly (factor 8) under 
H2-flow   and   drastically 
(factor 60) with ignition 
of the plasma. Obviously 
atomic   hydrogen   reacts 
with Se adsorbed on the 
metal surfaces inside the 
growth chamber to H2Se. 
This effect, however, can 
be     strongly     inhibited 
when H2Se condensates 
at the cooled the LN2-shield. The cryogenic reduction lowers the Se partial pressure by a factor 20. 
The respective QMS-spectra between 0-90 amu are shown in Fig. 3. The results allow an 
estimation of the total residual Se pressure plSe=5T0" mbar. 

Fig. 2: Plan-view TEM image ofZnSe-layer on a Se-pretreated GaAs- 
substrate shows a FPD density of7.5-l(f cm . 



1746 Defects in Semiconductors - ICDS-19 

CO 
1= 
CD 
r.2 

o- 

hydrogen-plasma 
without LNj-cryo * 

hydrogen without 
LN2-cryo 

Se+H2Se 

.hydrogen-plasma 
"with LN2-cryo   ' 

background 

72 62 

Se+H2Se 

20 80 40 60 

mass number 

Fig. 3: QMS-analysis during H-plasma-treatment. The 
insertion illustrates the behaviour ofSe+ H2Se dependent on 
H2-supply, plasma activity and LN2-cryo-cooling. 

100 

The     presence     of    Se     during 
desoxidation and the formation of 
Ga2Se3     [4]     stimulated     further 
experiments in which Zn is supplied 
during the whole time  of plasma 
treatment.  This procedure  changes 
the   (2x1)-   into   a   (lxl)-surface 
reconstruction.   The  results  of the 
respective   TEM-investigations   are 
also shown in Fig. 1. The optimum 
temperature  is  found  again to  be 
350°C, below this temperature the 
density of Frank partial dislocations 
increases    drastically    whereas    at 
higher temperatures only a smooth 
rise of FPD density is observed. 
In the last step we changed the wet 
etching time from 1 to 5 minutes but 
kept  the  parameters   of optimized 
preparation,      mentioned      above, 
constant. Note that the standard etching time is usually 2 min. The FPD density versus etching time 
is plotted in Fig. 4: The optimal time is indeed found to be 2 min., shorter as well as longer etching 
times lead to an increase of the density of FPDs. 

Discussion 

The experiments show that an optimal set -j g 9 

of parameters exists for substrate Z~' 
preparation. The plasma treatment of the 
samples depends on Ts. Above an optimum 
temperature of Ts = 350°C Ga2Se3 is 
formed [2] giving rise to the formation of 
FPDs whereas below 350°C the removal of 
residual Ga203 is incomplete and leads also 
to an increase of FPD density. However, an 
additional Zn-supply leads to a further 
defect reduction at 350°C and a smaller 
rise to higher temperatures possibly 
induced by a suppression of Ga-Se-bonds. 
The drastic rise of FPD density below 
350°C is related to a different kind of 
dislocations which is seen in the two weak- 
beam TEM-images in Fig. 5. The most 
noticable features are an arrangements of 
stacking faults (1), threading segments of 
perfect dislocations (2) and Shockley pan- 
dislocations (3). In the nucleation center of these dislocation arrangements, especially type (1), we 
observe Moire-pattern in high magnified weak beam images (not shown here) which can be related 
to the formation of nanocrystals. The increase of the FPD-densiry after treating the sample beyond 
the optimum time of chemical etching can be interpreted as follows: Residual structural defects 
from wafer preparation and polishing survive under short time etching, whereas during too long 
etching periods precipitates are formed because the etching solution saturates. 
It is interesting that all deviations from optimal treatment, with one exception (s. Fig. 5), lead to the 
same kind of triangular shaped stacking faults which are related with FPDs as seen in Fig. 2. This 
suggests that there is no single reason for the FPD formation. An As-terminated (2x4)- 

£ 

>»io' 
"w 
c 
(D 

TJ 
— 10 
Ü 

<D 

 1 1 1 1 r 

ZnSe/GaAs 

350 0     50     100    150   200   250   300 
etching time [s] 

Fig. 4: The density of FPDs is strongly dependent on the 
time of the wet chemical etching procedure. 
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Fig. 5: Weak beam TEM-images ofZnSe on H-plasma treated GaAs at 320°C 
under Zn-suppfy. The same sample position is shown with two different (220)- 
reflections. 

reconstructed GaAs-surface was proposed to achieve FPD densities lower than 104cm" [6]. If, 
however, the GaAs-substrate is desoxidized with atomic hydrogen a residual Se partial pressure 
leads always to a compensation of the surface As-deficiency [10] and a formation of a Ga2Se3 layer 
which acts as a 
source of FPD 
formation. 

Conclusions 
We have studied the 
density     of    Frank 
partial     dislocations 
depending on various 
parameters of 
substrate preparation. 
A strong dependence 
on     the     substrate 
temperature Ts during 
H-plasma treatment is observed. The optimum temperature is found to be 350°C. A further 
reduction of FPDs at 350°C to a minimum of 6-106cm  was observed when Zn was supplied during 
desoxidation. We also found that the time of chemical etching affects the defect density and must 
be optimized. QMS-investigations revealed a background partial pressure of Se including H2Se 
during H-plasma treatment in the range of 10"7 mbar. This background is the main limiting factor in 
obtaining low defect densities. 
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Abstract. We have calculated the effects of charged defects located near a A^Ga^N/GaN 
heterointerface on the transport properties of the two dimensional electron gas confined at the interface 
and also determined the distribution of those defects taking into consideration the dependence of the 
formation energy on the Fermi level. In addition, we have investigated the effects of hydrostatic 
pressure on such modulation doped heterostructures and find that pressure can be used to make the 
determination of the properties of the two dimensional electron gas easier by eliminating parallel three 
dimensional conduction paths. 

Introduction. 
Because of its large bandgap, tunable from 3.4 to 6.2 eV, and high saturation drift velocities for 
electrons, ALGa^N is ideally suited for high power, high temperature electronic and opto-electronic 
devices. Much recent research has confirmed the possibility of creating a two-dimensional electron 
gas (2 DEG) at a ALGa,.,N/GaN heterointerface with low temperature mobilities greater than 7000 
cm2/V s and sheet carrier concentrations of roughly 5 x 1012 cm-? [1, 2]. In addition, the fabrication 
of high electron mobility transistors (HEMTs) and heterostructure field effect transistors (HFETs) 
with operation frequencies in the GHz range has demonstrated the potential for developing devices for 
high power microwave applications [3,4]. 

However, despite experimental progress in optimizing the parameters of such heterostructures, very 
little is known regarding the impurities which give rise to the 2 DEG. In particular, it is far from clear 
whether the 2 DEG electrons in currently grown structures originate from shallow hydrogenic 
impurities or from resonant donors in the A^Ga^N. In a previous paper, we have described the 
characteristics of standard AlxGa, ^N/GaN modulation doped heterostructures (MDHs) in which 
shallow donors such as Si provided the 2 DEG in the GaN well [5]. Here, we will discuss 
heterostructures in which the source of 2D conduction electrons are resonant donors which are 
responsible for n-type conductivity in nominally undoped AlGaN. It has been shown recently that 
resonant donor defects which are formed in low 
temperature grown InP can be used to fabricate 
modulation        defect        doped        InGaAs/InP        Al Ga     N oaJN 
heterostructures [6,7]. X      1-x 

Electron transport. 
The mobility and transport characteristics of defect- 
doped AljGa^N/GaN MDHs are largely the same 
as those which are doped with shallow impurities 
with a few important differences. In contrast to 
MDHs doped with shallow impurities, the Fermi 
level of defect doped structures lies within the 
conduction band of the Al,Ga,.xN barrier (Fig. 1). 
This increase of the Fermi energy relative to 
impurity doped MDHs allows a more efficient 
transfer of electrons from the barrier into the well, 
especially at higher remote doping concentrations for 
which the Fermi energy can be more than 100 meV 
above the ALGa^N conduction band in regions far 
from the interface. This difference is illustrated in 
Fig. 2, in which the 2 DEG concentration is plotted 
as a function of the remote doping concentration for 

Figure 1 
Al Ga 

Schematic representation of a 
lxN/GaN heterostructure, showing 

resonant donors, lowest electric subband, 
and Fermi level. 
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structures with and without a 200Ä spacer of undoped AlxGa, N. All numbers have been calculated 
assuming an Al fraction (x) of 15%. The 2 DEG concentration was calculated from the electrostatic 
equilibrium equation 
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Figure 2. 2D electron concentration plotted as a 
funtion of remote doping concentration for heter- 
ostructures with no (0) and a 200Ä (200) spacer. 
The solid lines are for defect doped structures and 
the dashed lines are for standard MDHs. 

where V0 is the conduction band offset, Ns 
the 2 DEG concentration, N, the A^Ga^N 
defect concentration, d the spacer width, 
and Ep' is the Fermi level in the AlxGa,.xN 
barrier. The kink in the graph for the 
structure with a spacer occurs at the point 
where the Fermi energy in the AlGaN 
barrier reaches the resonant defect level and 
becomes pinned there. The defect level 
was estimated to be 475 meV above the 
GaN conduction band edge based on 
experimentally measured reductions in the 
carrier concentration of A^Ga^N samples 
as a function of Al fraction [8,9,10,11]. 

Figures 3a and 3b show the dependence of 
the low temperature 2 DEG mobilities on 
the concentration of defects in the A^Ga^ 
?N barrier as calculated by the method used 
in [12]. As the sheet carrier concentration 
is increased, ionized impurity scattering 
from impurities in the GaN becomes much 
less effective in reducing the carrier 
mobility due to the decreased scattering 
cross section of screened Coulomb 
potentials at high electron energies. On the 
other hand, scattering due to interactions 
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Figure 3a/3b. 2D electron mobilities plotted as a function of remote doping concentration. 
Also shown are the component mobilities due to alloy disorder scattering, deformation po- 
tential scattering, and scattering from remote and residual (background) donors. 
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with the remote donors increases because of the increasing concentration of these Coulomb centers. 
In addition, alloy disorder scattering becomes much more effective at limiting the mobility at high 
electron densities due to increased penetration of the electronic wavefunctions into the Al^Ga^N. 
Typical low temperature mobilities from several thousand up to a couple million cm2/Vs in structures 
with a spacer are predicted by our calculations. Obtaining the highest mobilities, however, requires 
that the concentration of ionized impurities and defects in the GaN be kept very low (< 1014 cm'3). 

Defect distribution. 
In calculating the mobilities shown in Figs. 3a and 3b, it was assumed that the defect concentration 
was uniform throughout the AlAGa,.xN barrier. This would be the case if the A^Ga^N layer were 
grown first However, in all heterostructures grown so far, the GaN well is- grown first and a doped 
AlxGa,.xN layer is grown on top of it. In such a case, one must take into consideration the fact that as 
the Al/öa^N barrier is grown, the electrons from these donors defects are transferred into the GaN 
well. This transfer of electrons to lower energy levels results in a decrease of the formation energy of 
the defects. 

The concentration of singly charged resonant defects is given by [13] 

where Nsites is the concentration of possible defect sites in the crystal lattice and Ef is the defect 
formation energy. For positively charged (ionized) donor defects, 

Ef = E°f+EF (3) 

where Ef° is the formation energy for neutral defects and EF is the Fermi energy in the GaN well 
relative to the Ed(0/+) charge transition state. In pure GaN, 

Ed(0/+) = Ec+ 0.475 eV (4) 

However, for the heterostructures that we consider here, 

£
rf(0/+) = £c +0.475-AE (5) 

where AE is the conduction band offset between the AlxGa,.xN and GaN. 

To calculate the concentration of defects from Eq. (2), one must know Ef°. The value of this 
parameter can be estimated from the experimentally measured carrier concentration in nominally 
undoped, isolated AljGa^N layers, in which the electrons are assumed to originate from these 
resonant defects. The formation energy given in Eq. (3) can then be written as 

Ef = E°f + Ec + EF-Ec (6) 

where Ec is the energy of the conduction band edge. Substituting (6) into Eq. (2), we find 

where Nc is the conduction band density of states and n is the electron concentration.   If these 
resonant defects are the dominant donors, then n = Ndrf and we obtain 

E°f + Ec=kBT\n\^^ 
/v"*/  j 

(8) 
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The concentration of the donor defects depends on the growth conditions and the Al content. We 
have performed model calculations assuming that for Al0 ^Ga«, 85N grown at a temperature of 1373 K, 
the defect concentration is roughly 10" cm'3 [2]. Equation (8) then gives Ef° + Ec = 2.18 eV for the 
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1100°C 

formation energy of the charged defects when the Fermi energy is at the conduction band edge. 

To see how the formation energy and defect 
concentrations vary in a real heterostructure, 
we consider the case when Al„ 15Ga0 85N is 
grown on a pure GaN layer. Because the 
formation energy of these native defects 
depends on the Fermi energy a greater 
concentration of defects is expected to be 
found close to the interface. When the first 
few atomic layers of AlxGa,.xN are grown 
on top of the GaN layer, the Fermi energy 
in the structure is well below the conduction 
band of the GaN due to the high growth 
temperature. The formation of defects in the 
Al/ja,_xN at this point is aided by the fact 
that these donor centers can transfer their 
electrons to the GaN, gaining an amount of 
energy equal to the difference between the 
Fermi levels in the AlxGa,.xN and the GaN. 
This results in a substantial lowering of the 
formation energy for charged defects. As 
more layers of AlxGa,_xN are grown, more 
electrons continue to be transferred to the 
GaN well and the Fermi energy increases, 
decreasing the amount of energy gained by 
the transfer process and causing the defect 
formation energy to increase. Thus, the 
concentration of defects incorporated into 
the AlxGalxN also decreases. 

Based on the above considerations,  the 
variation of the charged defect formation 
energy and the concentration of incorporated 
defects is shown  as a  function  of the 
distance from the AlxGa,.xN/GaN interface 
in Fig. 4. As can be seen, the concentration 
of defects at the interface is enhanced by 
more than an order of magnitude.   While 
this   concentration   of   defects   near   the 
interface aids in the transfer of charge from 
the AlxGal.xN barrier to the GaN well, it 
also has the effect of degrading the overall 2 
DEG mobility.  As can be seen from Figs. 
3a and 3b, ionized impurity scattering from remote donors is often the dominant mechanism limiting 
the two-dimensional mobility, especially in structures with no spacer.  By putting the majority of the 
ionized remote donors closer to the interface, the Coulomb interactions between the donors and the 
carriers is enhanced, causing a greater amount of carrier scattering. Although a similar effect may be 
expected in heterostructures doped with hydrogenic impurities, the result is much less dramatic as the 
formation energy of such extrinsic defects is affected much less by the location of the Fermi level. 

Hydrostatic pressure. 
One significant disadvantage of defect doped structures relative to those doped with hydrogenic 
impurities is that they are themselves highly conductive, even at low temperatures, since the carriers 
do not freeze out. As a consequence, if the barrier layer is grown too thick, a low mobility parallel 
conduction path may be formed. This additional conduction path may lead to misleading Hall effect 
concentration and mobility measurements as the conductivities of the two types of electrons will be 
mixed together.  One possibility for separating the two contributions is by the application of large 
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Figure 4. Formation energy (top) and concentra- 
tion of defects incorporated in the A1Q 15GaQ „N 
barrier layer (bottom) as a function of distance 
from the interface. 
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hydrostatic pressures. When hydrostatic 
pressure is applied to GaN or Al^Ga^N, 
the conduction band shifts upwards in 
energy. On the other hand, since the 
defects are highly localized, their energy 
remains constant. This difference in 
behaviors makes it possible to "freeze out" 
any three-dimensional electrons in the 
AlxGa,.xN barrier by pushing it into the 
forbidden gap. The concentration of two 
dimensional electrons in the GaN well 
remains relatively unchanged, as the charge 
transfer is governed by the actual defect 
concentration, which remains unchanged, 
and more weakly on the Fermi energy, 
which does not change much at low 
temperatures. Figure 5 shows the change 
in electron concentration on both sides of 
the interface as a function of pressure. 
This effect has been seen in InGaAs/InP 
heterostructures [7]. 

For the Al fraction for which Fig. 5 was 
calculated, a substantial amount of pressure 
(~ 40 kbar) is required to "freeze out" the 
unwanted conduction. However, in order 
to see this effect at lower pressure, a higher 
Al fraction could be used to bring the 
defect energy closer to the AlxGa,.xN 
conduction band. 

Conclusion. 
We   have    performed    calculations    to 
determine the distribution of donor defects 
at    the    interface    of    Al^Ga^N/GaN 
heterostructures. Due to the dependence of 
the formation energy of the defects on the 
Fermi  level,   we   find   that  the  defect 
concentration near the interface may be 
enhanced  by   more   than   an   order   of 
magnitude  as   compared   to   the   defect 
concentration in isolated Al^Ga^N layers 
grown under the same conditions. Although this leads to a more efficient transfer of electrons to the 
GaN well, the increased concentration of defects near the interface also leads to a degradation of the 2 
DEG mobility due to the closer proximity of the charged defect centers.   This problem could be 
eliminated by first growing the Al/ja^N barrier before the pure GaN layer. 

Another feature of modulation doped heterostructures doped with resonant donor defects which is not 
found in those doped with shallow hydrogenic donors is the possible presence of an alternate 
conduction path in the barrier layer. As the wavefunctions of the carriers in the barrier are three 
dimensional in nature and have much lower mobilities than the 2 DEG, the overall effect of the 
additional conduction path is to increase the concentration and decrease the mobility of the electrons as 
calculated from Hall effect measurements. However, hydrostatic pressure can be applied to "freeze 
out" the undesirable three dimensional conduction path. 

Pressure (kbar) 

Figure 5. Plot of carrier concentration in the 
GaN well (top) and the AlGaN barrier (bottom) 
as a function of pressure. 
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ABSTRACT 
A transmission electron microscopy (TEM) investigation of the relaxation process by misfit 
dislocations confined at the interface of the highly mismatched system GaN / A^C^OOOl) has been 
carried out. 
Wurtzite type GaN was grown epitaxially by plasma induced molecular beam epitaxy (PIMBE) on 
the (0001) basal plane of AI2O3. We determined the orientation between epilayer and substrate by 
selected area electron diffraction (SAED). The diffraction images show that the < 1120 > -direction 
in GaN is parallel to the < 1010 > -direction in AI2O3 whereas the [000Indirection is the same in 
both materials. In this orientation a high lattice mismatch of f = -13,9% appears and therefore the 
critical thickness of dislocation formation is reached when the first monolayer of GaN is grown. An 
expected interfacial relaxation process is observed and characterized by the results of high 
resolution transmission electron microscopy (HRTEM) which reveals a relaxation process with 
misfit dislocations confined at the interface: 
HRTEM images show {1120}^ -lattice fringes terminating at the interface in regular intervals of 

about 8 lattice spacings, whereas no bending of the (0001) lattice planes is obtained in the interface 
region. Thus misfit dislocations have Burgers vectors parallel to the (OOOl)-interface plane, and 
therefore the extension of these dislocations into the GaN-layer is obviously suppressed. 
The quantitative evaluation of the HRTEM images shows the effectiveness of the observed 
relaxation process by confined misfit dislocations: in this work a degree of relaxation 
8 = (-11.8 ± 1.1)% was measured. A residual strain of er = (-2.1 ± 1.1)% causes a typical threading 
dislocation density of 1010cm"2 in the GaN epilayer as reported by many authors. 

INTRODUCTION 
GaN has received much attention recently as a semiconductor which is applicable for optical 
devices including light emitting diodes and lasers in the blue, violet and near ultraviolet spectral 
range. There is as well the possibility to develop electronic devices operating at high temperatures, 
high frequencies and high power. To guarantee a satisfying operation of GaN a suitable substrate 
material for the epitaxial growth is required. Many publications [1-4] show that growth of the 
wurtzite type GaN on the (0001) basal plane of AI2O3 seems to be well-suited. However, the 
difference of lattice constants of aAh0i = 0.4758 nm [4] and 0^ = 0.3189 nm [5] causes a high 

lattice misfit of f = -13.9 % between epilayer and substrate. This is expected to prevent an epitaxial 
growth with low dislocation densities (10 cm"2) in the GaN layer as reported in many works [1, 
6-8] since the critical thickness of defect generation is already reached when the first monolayer of 
GaN is grown. 
In this paper we will show that a relaxation process takes place at the interface between GaN and 
AI2O3 that suppresses largely the extension of dislocations into the GaN layer. We report on 
transmission electron microscopy (TEM) investigations of the relaxation process. High resolution 
transmission electron microscopy (HRTEM) allows a quantitative evaluation of the strain reduction 
by the formation of dislocations. Finally, the rösidual strain in the GaN layer is estimated. We will 



1756 Defects in Semiconductors - ICDS-19 

show that its relaxation by non-confined dislocations would generate a density of threading 
dislocations in the order of 1010-10ncm"2. 

EXPERIMENTAL DETAILS 
Epitaxial GaN films were grown on Al203(0001) substrates without buffer layer by plasma induced 
molecular beam epitaxy (PIMBE) using a conventional gallium effusion cell and a r.f.-plasma 
atomic radical source for nitrogen. The inductively coupled plasma power was 400W and the 
pressure in the MBE chamber during growth was 4 ■ 10"5 mbar. The gallium flux and the substrate 
temperature during growth including the initial stage were fixed at 8-1014cm"2s"' and 810°C, 
resulting in a growth rate of 0.6 \im/h [9], The investigated samples have a GaN layer thickness of 
l(im. 
For TEM investigations cross sectional samples were prepared in a conventional sandwich 
technique. The specimens were thinned mechanically to a thickness of about 20 um. Ar+ and Xe+ 

ion milling was applied as a final stage of thinning. All TEM observations were carried out with a 
Philips CM30 electron microscope (EM) operated at an accelerating voltage of 300 kV. 

Fig.l: HRTEM image of the GaN/Al2O3(0001) interface (IF) region. Insert: Corresponding selected area electron 

diffraction (SAED) pattern with < 1210 > GaN - and < 1100 > A, „ -beam incidence. The white arrow marks the (0000) 

reflection. 

EXPERIMENTAL RESULTS 
Figure 1 shows a HRTEM image of the GaN/ Al203(0001) interface region. This sample reveals a 
typical threading dislocation density of 1010-10ncm"2 in the GaN epilayer which was estimated by 
cross sectional view. We determined the orientation between GaN and AI2O3 by selected area 
electron diffraction (SAED) (Fig.l) with the well-known result [10] that the < 1010 > -direction in 
GaN is parallel to the < 1120 > -direction in A1203. The [0001]-directions are parallel in layer and 
substrate. 
Figure 2a shows a part of a HRTEM image of the GaN/Al203(0001) interface region. In order to 
facilitate the visualization of lattice planes in epilayer and substrate Fourier filtering is applied. The 
digitized HRTEM image is Fourier transformed and only selected areas are used for the 
reconstruction of the image. Figure 2b shows the (0001) lattice planes of A1203 and GaN running 
parallel to the interface. Note that no lattice plane terminates. The image reconstruction with Fourier 
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coefficients corresponding to the perpendicular direction (Fig. 2c) leads to {1120} lattice planes in 
AI2O3 and {1010} lattice planes in GaN. Figure 2c shows regularly distributed {1120},^ lattice 

fringes terminating at the interface. A statistic of the distribution evaluated from a 120 ran wide 
region is depicted in Fig. 3. The average distance between two terminating fringes is n = 8.3 + 0.7 
AI2O3 lattice spacings. 

Fig.    2:    (2a)   HRTEM   image   of   the 

GaN/Al203 interface region in {1210}GaAr- 

and {1100}^, 0 -projection. The insert shows 

the intensity plot of the corresponding Fourier 
transformed image. The Fourier filtered image 
(2b) visualize the (0001) lattice planes of GaN 
and A1203 without any recognizable plane 
bending or termination in the interface region. 
(2c) Image after Fourier filtering of the 
perpendicular direction. At the interface some 
{1120}^, 0 fringes are terminating in regular 

intervals. In the inserts of (2b) and (2c) the 
selected area of the Fourier transformed image 
is marked which is used for the subsequent 
reconstruction. 

Number n of Al203 lattice spacings 

Fig. 3: Statistical distribution of the number 
n of A1203 lattice spacings between two 
terminating   substrate   fringes   (see   insert). 

About 500 {1120}^, 0  fringes were counted 

which cover almost 120nm. 
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DISCUSSION 
The analysis of the observed relaxation process which takes place at the interface GaN/AkOs starts 
with the Fourier filtered HRTEM images (Fig. 2). Figure 2b contains no terminating (0001)GaN 
lattice plane or any recognisable lattice bending. Therefore, we conclude that misfit dislocations in 
the interface region have a vanishing component of their Burgers vector b perpendicular to the 
interface GaN/Al203. Figure 2c shows {1010}^- and {1120}^ lattice fringes and reveals a regular 

distribution of terminating substrate fringes at the interface. In comparison with the obtained lattice 
spacing in the substrate material we detect in the epilayer larger distances (Fig. 2c). In order to 
explain the distances appearing in Fig. 2c we have to discuss the (0001) projection of the AI2O3 and 
the GaN crystal (Fig. 4). Figure 4 shows the projection of the (0001) plane of GaN (Fig. 4a) and 
AI2O3 (Fig. 4b) which have a hexagonal symmetry in both cases. Note that the < 1010 > -direction in 
GaN is parallel to the < 1120 > -direction in AI2O3 whereas the electron beam direction is the same. 
Thus the beam incidence in Fig. 4 corresponds to that of Fig. 1 and the (0001) projections of the 
crystals (Fig. 4) show the obtained orientation relationship after growth. Presuming a bulk lattice 
constant aGaN= 0.3189nm we would expect in the GaN layer lattice spacings in the Fourier filtered 
HRTEM image of ai = 0.2762nm (Fig. 4a). Using aAh0 =0.4758nm we obtain lattice spacings 

as=0.2379nm (Fig. 4b) in the substrate material. The difference between ai and a., causes the well- 
known lattice misfit 

as -a, 
f= L=-13.87% (1) 

al 
at room temperature and therefore a compressive strain (f < 0) in the GaN layer. 
In the case of a pseudomorphic growth the observed lattice spacings in layer and substrate would be 
identical. Furthermore the number of {10l0}GaW lattice fringes is expected to be the same as the 

number of {1120}A(2(,3 lattice fringes. The plastic relaxation of GaN by the formation of misfit 

dislocations provides a partially relaxed lattice spacing aip in the layer (Fig. 3, insert), which is 
larger than as and which leads to a termination of {1120}^^ lattice fringes at the interface. 

In Fig. 2c the terminating substrate fringes are regularly distributed and are a clear indication of a 
relaxation by misfit dislocations in the investigated samples. The corresponding Burgers vectors b 
are parallel to the interface plane because no perpendicular component can be detected (Fig. 2b). 
Thus the (0001) interface plane acts as corresponding glide plane and suppresses the extension of 
these misfit dislocations into the GaN layer [11]. Therefore, this relaxation process works by 
confined misfit dislocations and does not contribute to the defect density of 1010-10ucm"2 estimated 
for the GaN epilayer. 
We determine the degree of relaxation caused by the formation of confined misfit dislocations by 
establishing a relation between the lattice misfit fand the number n of lattice spacings between two 
terminating {1120} substrate fringes. After relaxation the GaN layer adopts a partially relaxed lattice 
distance aip and the lattice misfit f (Eq. (1)) can now be subdivided in a relaxed part 8 and a residual 
strainer 

av-a,P    a,P-a, 
f=5+Er = ^J- + -±—L (2) 

al al 
5       "~eT"" 

Assuming that from n substrate planes one is terminating at the interface, we have 

n(af-as)=af (3) 

for ai > as. With the help of Eq. (2) and (3) we obtain in the case of a compressive strain (f < 0) 
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*    /+1 8=-— and /«»+! 
l-n r       n-l 

Using the result n = 8.3 ± 0.7 from the evaluation of the HRTEM images we obtain with Eq. (4) 

8=(-11.80±1.14)% 

(4) 

er = (-2.07 ±1.14)% 

As a result we may conclude that the large lattice mismatch of f = -13.9 % is mainly compensated 
by misfit dislocations confined at the interface. A much smaller residual strain of er = (-2.1 ± 1.1)% 
seems to be responsible for the threading dislocation density of 1010-10ncm"2 in the GaN epilayer. 
As one possibility we assume the following process for the generation of non-confined misfit 
dislocations: During the initial growth process of the first monolayers only confined misfit 
dislocations are generated before the entire substrate is covered with GaN. We expect that these 
dislocations originate at island borders and then start to glide beneath the islands. The occurence of 
islands or of a rough surface during the initial growth can be expected in most highly mismatched 
heterostructures. The confined dislocations lead to a relaxation of a large part of the misfit and a 
comparatively minor strain of-2.1% remains. 
Here we have to notice that the GaN epilayers were grown at a substrate temperature of T = 810°C. 
With linear thermal expansion coefficients perpendicular to the c-axis ax

GaN=5.6 ■ 10"6/°C [12] and 
a/'20' =7.3 ■ 10"6/°C [12] we calculate a lattice misfit f=-13.75 % at T = 810°C. Cooling of the 
sample from growth temperature down to room temperature thus causes a layer strain of -0.11%, 
which was also measured by XRD in the investigated samples, but which is a negligibly small 
contribution compared to the residual strain er = -2.1%. 

n 
cT3 
2£ 
T5 = 

[0001] 

OGa 
•N 

GaN 

{1010} GaN lattice spacings <1010> 

£ 

.0.2 

%    © 

[0001] 

©o 
• Al 

V \ 

E 

© 

\ & ,©  / 

{1120} AI2Oj lattice spacings <1120> 

Fig. 4: (0001) projection of GaN (4a) and A1203 (4b). 
Both show a hexagonal symmetry with their lattice 
constants OQ^ and aAl 0 . The crystal orientation is 

equivalent to that obtained from SAED after growth. 
The electron beam direction is the same in (4a) and 
(4b). Therefore, in HRTEM images the lattice spacing 
a! in GaN (4a) and as in A1203 (4b) would be observed. 
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With proceeding layer growth the strain energy of the layer increases until it is sufficient to generate 
misfit dislocations in a second stage. However, misfit dislocations with glide planes parallel to the 
interface plane are now less effective because they do not contribute to strain relaxation below the 
growth surface and eventually the surface is just too smooth. Therefore secondary glide planes 
perpendicular to the interface plane are activated. The corresponding dislocation lines possess 
threading segments running parallel to the growth direction and contribute to the defect density in 
the epilayer. This is frequently observed in TEM [13]. 

CONCLUSION 
TEM was used to investigate the epitaxial growth of wurtzite type GaN on the (0001) basal plane of 
AI2O3 substrates by PIMBE. In the obtained in-plane orientation a high lattice misfit of f =-13.9% 
appears, which makes an interfacial relaxation process necessary. HRTEM images reveal, after 
Fourier  filtering,   {1120}A,i0i lattice   fringes  terminating  at  the  interface  between  GaN  and 

Al2O3(0001). We have shown that the Burgers vectors of the misfit dislocations are parallel to the 
(0001) interface plane. Glide is therefore limited to the (0001) planes and therefore these misfit 
dislocations are confined at the interface. This interfacial relaxation process is very effective and 
the extension of dislocations into the GaN layer is suppressed. 
The quantitative evaluation of the Fourier filtered HRTEM images reveals an average value of 
n=8.3 ± 0.7 AI2O3 lattice spacings between two terminating {1120}A( 0 fringes. Therefore a large 

portion 8 = (-11.8 ± 1.1)% of the high mismatch f =-13.9% is compensated by dislocations confined 
at the interface. The relaxation process allows an epitaxial growth of GaN on the (0001) basal plane 
of AI2O3 with a dislocation density of about 1010-10ncm"2 in the GaN epilayer which we suppose to 
be caused by the residual strain of er = (-2.1 ± 1.1)%. 
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Abstract In this paper we investigate in detail the formation kinetics of the new type of shallow 
thermal donors, the K-donors, found in Al-doped silicon. A modeling of this kinetics in terms of 
diffusion controlled chemical reactions of oxygen and aluminum provides a new insight into the 
problem of oxygen diffusion in silicon at annealing temperatures of about 450 °C. 

Introduction. 
Thermal donors (TD) in silicon belong, since their discovery in the 1950's [1], to the most intriguing 
and most studied defect systems in solids. There has been a lot of information gathered during the 40 
years of research: the multi-species character of the TD has been evidenced by the IR-absorption 
measurements and ENDOR and magnetic circular dichroism measurements demonstrated the C2v 
symmetry of TD and probable constituting elements (oxygen, Si-interstials) of the defect core [2]. 
However, no definite undisputed model of TD structure exists at present, because other main 
problems related to the thermal donors, that of generation kinetics of the TD and the the oxygen 
diffusion at TD annealing temperatures (350-500 °C) still lack a consistent explanation [2]. The 
activation energy of isolated oxygen diffusion has been estimated to be of the order of 2.5 eV over a 
wide temperature range [3]. This does not seem to account for the oxygen agglomeration data at TD 
annealing temperatures - the diffusion of oxygen atoms creating thermal donors should have 
activation energy of about 1.8 eV, i.e. the diffusion coefficient at 470 °C should be more than 2 
orders of magnitude higher than the diffusivity of isolated oxygen [2]. 
Even less is known about other defects, which, similarly to the TD, are generated during oxygen 
agglomeration: the shallow thermal donors (STD). They were observed for the first time in the mid 
eighties by photo-thermal ionization spectroscopy [4]. The binding energies of these single shallow 
donors are about 30 meV below the conduction band, while the TD double donors have binding 
energies of the order of 60 meV and 150 meV in TD°/TD+ and TD+/TD++ charge states, respectively. 
Recent comparative studies carried out with infrared absorption and ENDOR techniques tentatively 
related the STD to the NL10 defect and showed that their generation does not depend on co-dopant 
species but only on the initial Fermi level position [5]. 
Infrared transitions attributed tentatively to a new member of the STD-family, called the K-donor, 
have been found recently in the Al-doped silicon [6]. The the defect is generated simultaneousily, 
though with different kinetics, with other shallow thermal donors. It has a very similar binding 
energy, but, contrary to other shallow thermal donors, it exhibits a metastable behaviour. The K- 
donor was belived to contain aluminium as it has been found only in Al-doped samples [6], 
In this paper we present results of the generation kinetics of the oxygen agglomeration related 
centers in Si. The creation process of the K-donors, the STD and TD can be linked to a more general 
problem of oxygen diffusion in silicon at TD-annealing temperatures. Several models of possible 
generation mechanisms based on the second order, diffusion controlled reaction kinetics have been 
proposed and their results compared to the experimental data. It seems that the investigation of 
thermal donor formation in terms of a nonlinear reaction-diffusion process can provide a new insight 
into the still unsolved problem of the oxygen diffusion and precipitation at 450 °C. 
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1016 cm3) and 
Experimental results and models of the thermal donor generation kinetics. 
The generation kinetics of the thermal donors was measured in boron (N»-N<i = 1* 
aluminium (N,-Nd = 4*10" cm"3) doped Cz-Si samples (WASO-grade) at 470 °C in the nitrogen 
atmosphere. The initial oxygen concentration was Nox = 1*1018 cm*3 and the samples undergone an 
oxygen dispersion treatment at 1350 °C. By means of the FTIR spectrometer (Bomem DA3) infrared 
absorption bands of the TD, STD and K-donors were measured at the resolution of 1 cm'1. The 
relative concentration of the generated species was drawn from the strength of the IR-bands. 
Of several TD absorption bands observed some could be attributed to that already identified in [7] 
and [8]. Some of them were not reported in literature. They were all named according to the 
nomenclature of ref. [7], A total of 10 different TD species (from TD5 to TDu) could be resolved 
and their kinetics monitored during several annealing steps at 470 °C (the details of the ER. spectra 
and the identification of different species can be found in [5]). The several STD absorption lines, 
were more difficult to resolve in the absorption experiment due to their low absorption strength but 
the kinetics of the deepest of them (the F, G and the K absorption bands) could be monitored in 
sufficient detail for B- as well as for Al-doped Si samples. 
The absorption of the K-donors exhibits metastable behaviour. A photo-excitation experiment [6] 
showed that the metastability of this defect is very similar to that found for DX centres in AlGaAs. 
The generation kinetics of each species approximately follows (at its beginning) the power law 
nftamcai) ~ t^j where n is the TD concentration and Wai is the annealing time (Fig. 1). The power 
p for all TD° and STD species ranges from 1.3 to 1.7 for the Al-doped samples and from 1.5 to 2.3 
for the B-doped samples. The power p does not show any dependence on the thermal donor number. 
It seems that a constant (average) value of p is characteristic for all the thermal donors observed. The 
deviation from this value is being due to the fact that it was impossible to estimate the exact "star-ting 
point" of the generation kinetics for all different TD's and thus to estimate exactly the "initial slope" 
power p of each kinetics curve. The average power p^ seems to be somewhat higher for the B- 
doped samples (p!K= 1.8) than for the Al-doped samples (pOT =1.5) but this again can be explained 
with different conditions of the "initial slope" measurements for both types of samples. For B-doped 
samples (higher doping level, shallower acceptor) the absorption bands could be observed at the very 
initial stage of the agglomeration (apparenly 
larger slope). For the Al-doped sample (lower 
doping   level,   deeper   acceptor)   the   "first" 
absorption   bands   resolved   could   only   be 
measured for a later (than for B-doped samples) 
agglomeration  stage.   The power p  for the 
shallow thermal donors has been found to be 
approx. 1 for both types of samples. 
The K-donors kinetics differ markedly from 
those of the the other donors: they have the 
"initial slope" power p = 0.6 and exhibit a 
pronounced saturation behaviour in contrary to 
the genreation kinetics curves of the TD and 
STD where the saturation behaviour could be 
only tentatively (because of possible errors of 
the     absorption     coefficient     measurement) 
attributed to a few species for both types of  Fig   I  The generation kinetics of the K-donors (K-d), 

10.0 

100 
Annealing time (h) 

samples (Fig. 1) 
There have been several attempts to model the 
generation kinetics of TD-related centers [9] 
[10]. One general assumption of all these mo- 
dels   was that the   annealing time dependence 

shallow thermal donors (STD) and thermal donors (TD). 
The data presented are „as measured" with no farther 
scaling. The two points (for highest annealing times) of 
the K-donor and STD curve and one for the TD curve are 
quite unreliable because of the measurement below the 
5% transmission limit. The apparent saturation for the TD 

of the TD generation is a process of step wise  curve could thus be an artefact. 
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Oxygen Diffusivity (cm^/s) 

agglomeration of single oxygen atoms on seed 
centres which should be the "first" thermal don- 
ors. Thus, each of the species observed in the 
absorption experiment (TD1, TD2 etc.) would 
"contain" a different number of agglomerated 
oxygen atoms. Each of the reactions was 
assumed to be diffusion limited and to follow a 
second order kinetics. The rate coefficents were 
constant of the type: k = 47tDR where D - sum 
of diffusion diffusion coefficients of reacting 
species (usually a multiple of the oxygen 
diffusion coefficient D„x), R - "interaction 
radius" - the distance from the seed within which 
an irreversible agglomeration of the single 
oxygen atom takes place. In some of these 
models [9] the order of the kinetics was reduced 
by assumption that the oxygen concentration 
(Nox) was much larger than the TD Fig. 2. The interaction radius R vs the diffusivity D for 
concentration and therefore constant during the various K-donor generation mechanisms (explanation of 
agglomeration process. The task was to solve a the symbols can be found in text). 
system of coupled differential equations - each 
of them describing the growth process of a single TD-species. 
Such a mathematical procedure (even without the assumption of Nox = const) is not able to describe 
the time dependence of the TD annealing kinetics observed in our annealing experiment. A simple 
numerical test - solving of 10 coupled equations - showed that the initial slopes of the generation 
kinetics do depend strongly on the "sequence number" of the TD-species. Secondly^ assuming an 
initial oxygen concentration of 1*1018 cm'3, a dimer seed, D = D„x = 5*10"19 cm /s (a 470 °C 
extrapolation of higher temperature diffusion data) and R = R„x ~ 5Ä, the yield of already the fifth 
TD-species would have been under the sensivity limit of any spectrometer (NTO5 < 10 cm") thus the 
TD6 - TD15 species would not be accesible for the observation. Increasing of the rate constant (i.e. 
Dox or Ro*) helps to improve the yield but the strong dependence of p on the TD sequence number 
remains A further improvement, especially when large interaction radii are assumed, can be achieved 

(       R N 

by introduction of the time dependent reaction rate [11]: k = 4^>Rl 1 + - 

The dependence of the "initial slope" powers on the TD sequence number is less striking but still 
present. Eventually, it seems that for implementing the above model to the description of the TD 
generation kinetics a diffusion coefficient of oxygen or an "interaction radius" R„x (or both) are 
needed which are much higher than "reasonable" values of Dox ~ 5*10"19 cm2/s and R,x ~ 5 A. The 
result hovewer is still not satisfactory. 
Instead of modelling a complex process consisting of several consequtive reactions one can attempt 
to investigate the K-donor kinetics only. It seems that it is quite distinct from the other TD's and 
STD's generation processes: the annealing curve is markedly different from that of the other defects 
(p = 0.6 !) and the K-donor is observed only in Al-doped samples which strongly suggest that the K- 
donor must be an oxygen-aluminium complex. 
We tested four relatively simple reaction schemes based on two assumptions, a) the K-donor 
generation is independent of the TD and STD generation, b) the Al-atoms act as quasi-immobile 
seed-centers for fast diffusing oxygen atoms: the diffusivity of aluminium in silicon at the TD- 
annealing temperature is three to five orders of magnitude lower than that of oxygen [12], 
The reaction schemes for 1 or 2 agglomerating oxygens are as follows: a) Al + O -* K-donor, b) Al 
+ 20 -> K-donor, c) Al + O -> Intermediate, Intermediate + O -> K-donor, d) O + O -> 02, 02 + 
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Al -> K-donor. Each of the schemes is described by a set of fitst order nonlinear differential 
equations with rate coefficients as in [11]. The annealing time dependence of the K-donor 
concentration - n^Wai) - for all above the reaction schemes depends on only 2 parameters - R«*, 
Dra of the single oxygen atom. For the solution of the scheme d) a symplifying assumption was 
made: the reaction rate of the molecule formation is by a constant factor f smaller than the rate for 
the K-donor formation reaction. In this way, the model of fast diffusing (D02 > Dox) oxygen molecule 
[13] could be tested. 
Each theoretical n^Wai) dependence was fitted to the experimental K-donor generation kinetics 
and values of R„x and Dox have been obtained. A comparable fit quality has been obtained for 
different RoX-Dox pairs for each agglomeration mechanism. Therefore, not a single (R,D)-pair but a R 
vs D curve connecting values of diffusivity and interaction radius could be estimated for the paticular 
mechanism. The results obtained from the best fit to the experimental K-donor annealing kinetics for 
the particular agglomeration mechanism are displayed in Fig. 2. 
As one can see, for any considered model, it is not possible to obtain an interaction radius of the 
order of the lattice constant of silicon (R ~ 5 Ä) without assuming very high diffusivities of the 
isolated oxygen. On the other hand, if one assumes oxygen diffusivities to be of the order of that 
estimated from Ref [3] the interaction radius becomes large and the reaction mechanism has to 
involve two consecutive reactions. 
Even the model of fast diffusing oxygen molecules does not provide a sufficient improvement. The 
R(D>curves for this mechanism have been estimated at three different ratios f of the K-donor 
formation rate to the oxygen molecule formation rate (Fig. 2). In the case when this ratio is larger 
than 1 a pair of curves is obtained. The Ro2(Do2)-curve representing the K-donor formation (the Al 
+ 02 reaction) is shifted up with respect to the one for the oxygen-molecule formation RoX(Dox) 
(curves labeled d* at f = 6 and d** at f = 32 in Fig. 2). For f = 1, Ro2(Do2) = Ro*(Dox) (curve d) and 
the mechanism of "fast diffusing 02 molecule" is comparable to the subsequent addition of oxygen 
atoms to the seed. As the ratio f increases, the diffusion coefficient of oxygen - DM can be "reduced" 
to the value of Ref. [3] but, on the other hand, the interaction radii R,* - for the molecule formation 
and Ro2 - for the Al + 02 reaction remain as high (-70 A) as for other, simpler mechanisms or grow 
rapidly to a completely unrealistic Ro2~ 300 Ä, respectively. 
If one assumes that the diffusivity of oxygen is of the order of Dox ~ 5*10"19 cm2/s, a very high 
interaction radius for all considered reaction mechanisms is obtained. A simple Coulomb attraction of 
the reacting species (if they   were of the opposite sign and Al is certainly a negatively charged 
acceptor at 470 °C, when the K-donor is generated) could be the "interaction" of which the "radius" 
has to be estimated only if it overcame the mean 
energy of the species (kT value at 470 °C * 64 
meV). In this case hovever the interaction radius 
not larger than 20 Ä would be sufficient and a 
diffusivity of the order of 3*10"'7 cm2/s will be 
required (Fig. 2). 
All the mechanisms considered above for the TD 
as well as for the K-donor (regarded as an 
aluminium-oxygen   complex)   formation      are 
based on one common general assumption: the 
formation   process   consists   of  a   series   of 
consecutive reactions in which single diffusing 
oxygen   atoms   (or   oxygen   molecules)   are 
trapped by seed centres - oxygen atoms or 
dimers in case of the TD-formation or an Al- 
atom in the case of the K donor generation. The 
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,     . , .  . Pig  3. A simulation of the K-donor and TD generation 
mechanisms require an oxygen diffusivity being  during dimer creation and concurrent dimer    trapping 
two orders of magnitude higher than the value reactions. 
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expected from direct oxygen diffusion measurements [3] at temperatures higher and lower than 
470 °C. This seems to be consistent with several indirect estimates of D„ at TD formation 

S/wer 'we can propose an other simple mechanism which models basic features of the measured 
TD and K-donor kinetics and does not require either an oxygen difiusivity value higher than that 
estimated according to ref. [3] or a high value of "interaction radius". It consists of the following 

three reactions: 

O; -> 0 interstitial oxygen becomes mobile (1st order) 0) 
O + O ->02        two diffusing oxygen atoms form a dimer (molecule) that can (2) 

diffuse (2nd order) 
02 _> TD a diffusing dimer (molecule) is trapped at a seed centre (2nd order) (3) 

Following rate parameters have been chosen, for the reaction (1) a constant rate isa assumed 
sufficiently high to provide a constant concentration (equal to the initial oxygen concentration) ot 
diffusing oxygen atoms throughout the entire duration of the reaction time (that all oxygen atoms 
present in the sample can diffuse was implicit also in the mechanisms discussed above). For the 
reactions (2) and (3) time dependent reaction rates [11] have been assumed. The reaction (3) 
represents in fact several concurrent trapping reactions (8 in our simulation). The difiusivity D in (2) 
and (3) has been put equal to the oxygen difiusivity value of 5*10"19 cm2/s for simplicity, although a 
lower difiusivity for the dimer would not essentially limit the efficiency of the entire process. The 
radius R was chosen to be 1.5 A for both reactions. The concentration of the seed centres is 1.5* 10 
cm"3 (i) The numerical solution of the differential equation set for reactions (1)-(3) are displayed in 
Fig 3 versus the experimental data of the K-donor and TD kinetics. The experimental points are not 
any more in arbitrary units but were scaled to give „reasonable" concentration values of the K- 
donors and the particular TD species. This scaling is of course somewhat arbitrary as there is no 
direct relation of the TD-absorption coefficient and TD-concentration. The criterion was that the 
lowest concentration values correspond to the detectivity limit of the spectrometer setup used and the 
relations of Fig. 2 are conserved. One sees that the simulation remarkably well corresponds to the 
experiment. The only (quickly) saturating annealing curve is that of the K-donor kinetics. The TD 
generation curve is far from saturation. 
The model was proven to work well simulating the entire kinetics of oxygen agglomeration i.e. for 
several TD and STD species and the K-donor simultaneously. A fit to the scaled experimental data 
could be obtained by retaining the R and D values given above and varying only the seed center 
concentration. The value of this concentration determines the particular value of the „initial dope" 
power p The seed centre concentration was found to be approximately of the order of 1*10 cm 
for all TD species and of the order of 5*1018 cm"3 for the STD. Similar results were obtained also for 
three different scalings of the experimental data. 
A very interesting property of the model has also been found: the concentration of all the TD-related 
centres goes below the 1012 cm"3 as the initial oxygen concentration becomes lower than O; ~ 
1*1016 cm"3. This agrees well with the experimental finding that the TD's are observed only at higher 
oxygen concentrations [2]. 

Discussion ,-a-  ■ ■ 
In a previous paper [14] it was argued that a physical reason for the very high oxygen diffusivity at 
TD annealing temperatures found for models based on the consecutive agglomeration of oxygen 
atoms might be expected due to the metastable behaviour of the "early" TD and the K-donors. The 
metastability mechanism of the K-donors and TD are similar and both remind of the metastable 
behaviour of the so called DX-centres in AlGaAs [15]. The DX-type metastability found for the K- 
donors and TD defects are signs that this defect may be a very good candidate for an intermediate 
diffusion step (saddle point) in the diffusion process of oxygen at the TD annealing temperatures. By 
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an analogy, the DX centre configuration in GaAs:Si has been found to be a low energy saddle point 
for the vacancy-mediated Si diffusion in GaAs [16], for which a substantial lowering of the 
migration barrier is expected. 
Now, it seems that a powerful alternative explanation can be proposed - the model of concurrent 
trapping reactions. The high oxygen diffusivity would no longer be needed. Instead, a high 
concentration of trapping centres would be welcome. This can be easily provided by the silicon 
atoms themselves - they are present in sufficient quantity in the Si-sample. According to a recent 
theoretical model [17] of the TD centre structure two oxygen atoms and one Si interstitial build the 
core of the TD-species. One could imagine that the moving oxygen dimer (the dimer diffusivity can 
be of the order of the oxygen difusivity or lower !) becoming trapped by the silicon atom pushes it 
out of the substitutional into the interstitial position and the lattice relaxation involved stabilizes this 
configuration immobilizing the dimer. The immobilized dimer would be the thermal donor centre. 
Each centre would form nearly the same way independently from the others. The "initial slope" 
power would thus be the same for each thermal donor and would not depend on the TD "sequence 
number". The differences in binding energy observed for the TD-species would then have its origin 
in the different central cell structure of each thermal donor being due to unavoidable slight variations 
in the centre short range potential and symmetry after the (trapping) relaxation of the three atom 
complex. 
The K-donor in turn would then represent a dimer "loosely" bound to the silicon lattice (or 
aluminum) atoms. The "loose" bond would then be responsible for large relaxation phenomena 
observed for the K-donors. 

This work is supported in part by the European Community grant ISP CIPA-CT94-0172. 
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DIFFUSION AND PRECIPITATION OF OXYGEN 
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Abstract. A nonmonotonic dependence of rate of oxygen loss on germanium content during 
isothermal (T=450°C) annealing of Si<Ge> has been found. A possible mechanism of germanium 
doping influence on the formation process of low-temperature thermal donors in silicon is proposed. 

Introduction. 

Oxygen precipitation in silicon is strongly affected by the presence of impurities such as C, Ge and 
N. The doping of silicon with germanium is known to decrease of formation efficiency of low- 
temperature (T=450 °C) thermal donors (TD) [1-4]. However, the mechanism of this effect is still 
not clear. New data on the influence of the doping of Si with germanium on the rates of loss and 
precipitation of oxygen during heat treatment at 450°C are discussed in present paper. 

Experimental. 

The samples of n-type Cz Si <Ge> with resistivity about 25 Q • cm were used for investigations. The 
germanium concentration was .VGe=1018-1020 cm"3. The concentrations of oxygen and carbon 
measured by IR absorption were yVo=(0.8-l)-1018cm"3 and 7Vc<1016cm"3, respectively. Heat 
treatment up to t = 550 hours was performed at 7=450° ±5°C in the air atmosphere. Chemical 
etching of samples in HF was carried out before measurements. IR Fourier transform spectroscopy 
and Hall effect measurements were used for investigations. 

Results and Discussion. 

The dependence of relative oxygen loss 77 (t) = 1 - N0(t)/ No(0) on thermal treatment duration and 
concentration of Ge which were obtained in our investigations is shown in Fig.l. It is seen that the 
values of 77 (t) in samples with NGe< 5-1019cm"3 are larger than those in undoped Si at any thermal 
treatment duration while at higher germanium concentrations values of 77 (0 are smaller than those 
in Si. In Fig.2 (curve a) the dependence of 77 (t) on germanium concentration in Si <Ge> at thermal 
treatment duration t = 250 hours is illustrated. At NGe ~ 3-1019cm"3 a well pronounced maximum is 
seen. The same behavior of 77 (t) on NGe was observed for time of annealing up to 550 hours. 

The dependence of TD concentrati on germanium content after 550 hours of annealing is 
demonstrated in Fig.3 (curve a). As it is seen unlike behavior of 77 (t) this dependence is monotonic. 

The process of oxygen precipitation in Si is known to occur by successive trapping and releasing of 
interstitial oxygen atoms by oxygen-related clusters of various sizes. This process may be described 
by quasi-chemical combined equations [5,6]. The trapping probability of interstitial oxygen atom by 
oxygen-related cluster is described then by next expression [5,6]: 

k, = 4n-D-rc', (1) 
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where  D is the diffusion coefficient of interstitial oxygen, rj is the capture radius of O atom by 
cluster Oi which contains / oxygen atoms. 

t, hours 

Figure 1. The annealing time dependence of relative oxygen loss in Si<Ge>. 
XT -3 „ --—IS _       _      .    _   Irt in NGe,cm"3: a-0; b-3-1018; c-2.6-10 d-5.3-1019; e-1-102 

As it was reported earlier [7,8], the doping with Ge appears to increase the diffusion coefficient D of 
interstitial oxygen in Si. In accordance with (1) the formation efficiency of TD would have to be 
increased in Si<Ge> in this case. However, existing experimental data [1-4] provide an evidence 
that both formation efficiency and maximum concentration of TD in Si<Ge> are smaller than those 
in Si. So the decrease of values of kt in Si<Ge> may be caused by a decrease of capture radius rj of 
oxygen atoms by TD embryos -0, in the fields of internal elastic strains created by germanium 
atoms [4]. 

The TD core is known to produce considerable strain in the lattice, and strain relief to be a driving 
force for oxygen atom trapping [10]. An average strain that is produced by Ge atoms in Si<Ge> 
can influence on the strain relief near TD embrio and thus can change the value of capture radius of 
an oxygen atom. In accordance with [11] the value of capture radius is defined by: 

:exp{<p(r)/kT} 
dr (2) 

ra 

where <p(r) is the strain interaction potential between an O atom and TD core, r„ is the minimum 
distance between them and k is Boltzmans constant. 

It was shown recently [9] that elastic strain fields which are formed in Si<Ge> appears to decrease 
the potential^ barrier height for diffusion of interstitial oxygen. At low germanium concentration 
(NCe < 1-10 cm" ) the value of average change of potential barrier height may be approximated by 
the expression [9]: 

where j is a constant and    n is the concentration of Ge. 

In accordance with (2,3) the expression for capture radius may be transformed to: 

(3) 
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re-re
0-exp{ffifl/*r}    , (4) 

where rc° is the capture radius of oxygen atoms by TD embryos in undoped Si, which is calculated 

from (2) - (3) at x=0. Taking into consideration the change of potential barrier height for 
interstitial oxygen diffusion, the capture radius rc' and size n of TD embryo, expresion (1) may be 
written as: 

*,«* 1—i-exp{-<5Efl/JfcT 
K- 

(5) 

where k° is the value of ki in undoped Si. An analysis of the obtained expression shows that the 

probability of interstitial oxygen trapping by Ot cluster is decreased monotonically as germanium 
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Figure.2. Relative oxygen loss resulting from 
annealing of Si<Ge> after t=250 hours, 

a - experimental, b - theoretical 

Figure. 3. The dependence of TD concenrations 
on germanium content in Si after 550 hours 
of annealing. 

a - experimental,   b - theoretical 

concentration is increased. That would have to lead to a monotonic decrease both relative oxygen 
loss and TD concentration during heat treatments. However, as it was mentioned above a 
nonmonotonic dependence of 77 (t) on germanium concentration was observed. 

Earlier [12] the appearance of new type (new embryos) of TD in Si<Ge> in comparison with Si was 
reported. In view of this process the quasi-chemical combined equations [5,6] may be altered to: 

dt 
M- 

= 2b202 + b202 + baO[ -k0 N' -XO] 0, -(2A,0, + k[Ox) + 

+ L((*m°». + bMQM)- {ktO, +k\0])0) 

dO, 

dt 
- = b202 - b0O{ + k0 

M \ 

JV'-2>; Ot-tOflx 
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-£- = K-A-A - bnon + bn+lon+l - kno„ot , (6) 

dO'  
-a=K-A-A - bno„+bn+lo„+l - knonox 

'■  =kM-<0.u-A-i>M0M dt 

K,-fl^A-bMoM 
dOM 

dt 

where n = 2 .. M-l; M is the maximum number of oxygen atoms in cluster considered; JV' is the 
concentration of additional centers for oxygen precipitation; O, is the concentration of oxygen 
cluster which contains / oxygen atoms; 0,' is the concentration of additional oxygen-related clusters 
which include i oxygen atoms; k0' and b0' are the probabilities of trapping and releasing of O atom 
to the additional precipitation center, respectively and kh k,', bu b ,-' are the probabilities of trapping 
and releasing of an O atom to Ot and O,' clusters, respectively. 

The theoretical dependence of 77 (t) value on germanium concentration was obtained by numerical 
integration of (6). The results for 7/=450°C and / = 250 hours are shown in Fig.l (curve b) The 
assumptions made were that the temperature dependence of diffusion coefficient is defined by 
expression [6] D0 = 0A3exp(-2.53eV/kT) cmV; the decay probability of oxygen-related 

clusters were (b, = b'n = b) = 5-10"7 s"1), oxygen atoms are distributed homogeneously in initial 
time with the concentration MO'W3; the values *, and t,'are the same for all clusters which 
contain up to M=10 oxygen atoms and defined by expression (5). The assumed values of r, = a = 
2.35A, rc' H4.5 A, rc = 3.5 Ä, y=4 -10"22 eV-cm3 agree reasonably with those used in other work 
[6,13]. As it is seen from Fig.2 conformity of theoretical dependence with experimental data (a and 
b curves) is observed. 

Using quasi-chemical combined equations (6) the dependence of TD concentration on germanium 
content m Si was calculated. In Fig.3 the theoretical and experimental dependences are illustrated 
for heat treatment duration /=550 hours. To obtain a theoretical value of TD concentration was used 
the total concentration of oxygen-related clusters which contain n >3 oxygen atoms was used. As it 
is seen from Fig.3 the satisfactory conformity for theoretical and experimental dependences is also 
observed. The absence of the pronounced maximum observed experimentally may be explained by 
supposing that the majority of oxygen loss during the heat treatment results in formation of 
oxygen-related clusters which contain less of atoms than those in the core of the smallest TD The 
qualitative conformity between experimental and calculated dependences is in good correlation with 
proposed theoretical model of germanium doping influence on the TDs formation processes in Si. 
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THE INFLUENCE OF ISOVALENT DOPING ON DIFFUSION OF 
INTERSTITIAL OXYGEN IN SILICON 

L.LKhirunenko, Yu.V.Pomozov, IV.I.Shakhovtsov|, V.V.Shumov 

Institute of Physics of the National Academy of Sciences of Ukraine 

Keywords: silicon, isovalent impurities, elastic stresses, elastic continuum, potential barrier height. 

Abstract. The doping of silicon with isovalent impurities is shown to change the potential barrier 
height for interstitial oxygen diffusion. The value and sign of this change are defined with the sign of 
deformation which arises in Si at doping with isovalent impurity and its concentration. 

Introduction. 

The doping with isovalent impurities (IVI) was found to influence essentialy on the processes of the 
diffusion and precipitation of interstitial oxygen in Si at heat treatment [1-3]. But the nature of this 
influence is still not completely understood up to now. The different and sometimes contrary points 
of view on this effect exist. Some authors have noted the increase of the activation energy for 
oxygen diffusion Si doped with Ge [1], other pointed out enhanced diffusion of oxygen in Si<Ge> 
[2,3], as others - delayed one [4]. But it is known to exist the correlative ditribution of Ge and 
oxygen atoms in Si [5,6]. 

The influence of internal elastic stresses produced in Si by IVI atoms on interstitial oxygen diffusivity 
is considered in this work. 

Results and Discussion. 

In accordance with [7] the diffusion of interstitial oxygen occurs by successive jumps from one Si-Si 
bond to another in direction [110]. At that O atom breaks a bond with Si(l) atom and forms a new 
bond with 5/(3) atom (Fig.l). During the jump the distance 0-Si(2) undergoes an insignificant 
changes. Then one can consider the jump as a motion between Si(l) and Si(3) atoms. Let d - the 
Si(l) - Si(3) distance, 0(r) - potential energy of O-Si(l) interaction (model potential), <ß(d-r) - 
potential energy of interaction 0-Si(3), r0 - equilibrium O-Si(l) distance corresponding to the 
minimum value of 0(r). The potential (/»(f) must be satisfied with following condition: 

lim <p(r)= const (1) 
r-*ao 

Having assumed condition (1) the resulting potential may be written as the sum: 

*W= +(r)+ <t>(d-r) (2) 

Such a summary potential creates a potential barrier for motion of 0 atom between Si(l) and Si(3) 
atoms. The height of this barrier is: 

Ea=<b((V2)-<bM (3) 

If the chain [110] of 5/ atoms includes an IVI atom then there are changes of interatomic distances 
because of difference of covalent radii of IVI and Si atoms. Let the change of distance between Si(I) 
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[110]  

Figure /.Diffusion of interstitial oxygen in silicon. 

and Si(3) atom is Ad. Using (2) and (3) the change of potential barrier height may be expressed as: 

AEa=2-{</>{d/2+Ad/2)} - { <j>(d+Ad-r0) - t(d-r0)}* *{ f(d/2) - <t>>(d-r0)}-A d ,        (4) 

where <j>\r) is a derivative of function <j>(r). Since r0 < d/2 for potential <f>(r) then taking into 
consideration (1) the next expressions seem to be correct (Fig. 2): 

<fi'(d/2)>0,   </>'(d-ro)>0,   <f(d/2) > <j>' (d-r0) (5) 

Then the term before A d in (4) is positive that is the sign of value of change of potential barrier 
height AEa is defined by the sign of value of interatomic distance change. 

Figure 2. Potential barrier for diffusion of interstitial 
oxygen in silicon. 

The change of interatomic distances produced by IVI atoms in Si may be described in an approach of 
elastic continuum. In this approach an IVI atom acts as a point source of deformation which 
produces the shift of lattice atoms [8,9]: 

«<r)=A-p (6) 

where - u{r) is the shift of the lattice atom from equilibrium position, r- distance of an lattice atom 
from point source of deformation, A - deformation charge of an IVI atom (volume change of crystal 
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equilibrium positions are radial directed. We are interested only the influence of IVI on possibilities 
of oxygen motion "to" Ge atom. Thus we shall consider further only the changes of interatomic 
distance in radial directions. The relative change of interatomic distance in radial direction is 
described by strain tensor component u^ [10]: 

Ad(r)_    2-A 
„3 

Using (4) and (7) we obtain finally: 

AE.(r)=-£, (8) 

where ß * 2-d-A-{ f (d/2) - <j>' (d-r0)} = const (9) 

Thus the doping of silicon with IVI may lead to the change of potential barrier height for diffusion of 
interstitial oxygen. The sign of value of this change is determined by the sign of deformation charge 
of IVI atom. For instance, in case of Ge (AGe = 1.2-10"25 cm"3) and Sn (ASn = 8-10'25 cm"3) the 
deformation charges are positive and in the case of carbon (Ac= -16.5-10'25 cm'3) - negative. In the 
first case the enhanced oxygen diffusion [2,3] and in the second - delayed one should be observed. 

At high IVI concentration the overlap of their elastic strain fields may occurs. In (8) we didn't 
considered this case. The uniform distribution of point sources of deformation (6) is well known to 
lead to the uniform dilatation [8]. The mean value of this dilatation is [8]: 

<u>=247f^~2v) -A-n (10) 
(1+v) 

where n - number of point sources of deformation per volume unit, v-Poisson's constant . The 
change of potential barrier height for oxygen diffusion due to uniform dilatation (10) may be 
expressed then as: 

5Ea=jd-<u>{<t>\dl2)-<t>Xd-r0)} = -rn (11) 

where 

y = Sxd-A-Q~l-y'(d/2)-fi(d-r0}= const (12) 

Thus the additional change of potential barrier height due to influence of strain fields of neighbouring 
IVI atoms leads to the change of diffusivity of oxygen on a constant term exp(-8EalkT) which is 
determined by IVI concentration. 

It should be noted that various IVI influence in a different extent on the oxygen diffusion in Si. The 
equality of the summary deformations which are produced by each IVI may be used as a criterion of 
comparison of their influence on oxygen diffusivity: «, = «, , where «, , rtj, A{ , Aj - the 
concentrations and deformation charges of the IVI of/'- and ./-types. Since .doc A F then the next 
correlation may be written: 
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nJ 

AVj 

ty< 
(21) 

The next ratios between concentrations of various IVI which should produce the equivalent 
deformation of crystal lattice may be obtained: 

— «8,     -^«4       ^«0,5 (22) 
nc »Sn »a 

Thus   tne doping   of Si with IVI may lead to change of the potential barrier height for oxygen 
diffusion. 
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Abstract. New EPR spectra labelled Si-AA15 and Si-AA16 have been observed in monocrystalline 
silicon Si:Al bombarded with protons at -80 K. Hyperfine structure of the spectra reveals 
unambiguously that two and a single aluminum atom are incorporated in the AA15 and AA16 
defects, respectively. Observation of the Al-Al pair (AA15 defect) in samples containing deliberately 
added hydrogen is the evidence of low-temperature long-range migration (at least over a range of 
100 lattice constants) of an aluminum atom. The migration occurring in the experiment at T<200 K 
can not be a normal or recombination-enhanced migration and apparently is an atomic process 
catalyzed by hydrogen. Tentative models including a <011>-split Al-Al interstitial pair and Ali+H 
interstitial pair for the AA15 and AA16 defect, respectively, have been discussed. 

Introduction. 
Recently the phenomenon of hydrogen-enhanced impurity migration in silicon has been discovered 
[1-3]. The presence of hydrogen atoms in silicon leads to the enhancement of the diffusivity of 
interstitial oxygen. This enhancement was observed at T~300°C and detected using the 
measurements of the O; reorientation rate, the rates of O; loss from solution and the rate of thermal 
donors formation. Theoretical models [4,5] have been proposed to explain this phenomenon. 

In this paper, we report the observation of low-temperature (<200K) enhanced migration of 
aluminum atoms in silicon doped with hydrogen. The conclusion about long-range aluminum 
migration results from the detection of a new EPR spectrum (labelled Si-AA15) which is clearly 
identified as a defect including an Al-Al pair. The migration of Al atom occurring in our experiment 
at T<200 K cannot be recombination-enhanced [6] or radiation-induced migration and apparently is a 
hydrogen catalyzed process. Detection of a second new EPR spectrum (Si-AA16) gives additional 
evidence that hydrogen enhances the migration of Al atom. 

Experiment 
Samples with typical dimensions 14x1.1x0.5 mm3 (the long axis being <110>) were fabricated from 
floating-zone-grown silicon doped with 5xl016 aluminum/cm3. Hydrogen was incorporated either by 
proton implantation or by thermal annealing in the presence of hydrogen species. The implantation 
was carried out at a sample temperature of -80 K to a total dose of (l-5)xl015 H/cm2 which 
corresponds to a concentration of (1-5)1017 H/cm3. Second way of introducing of hydrogen into the 
samples was heating in the presence of water vapor. The "as-grown" samples were sealed in a quartz 
ampoule containing some mg of distilled water and heated to 1200-1250°C for 1/2 hr and then either 
allowed to cool to room temperature or quenched in water. After etching to remove all surface 
damage, these samples with hydrogen free control ones were irradiated at 80 K with 30 MeV 
protons. Because the proton range is far beyond the thickness of the sample, hydrogen implantation 
in the bulk of the sample was completely avoided in this case. After bombardment the samples 
without warm-up were installed into the cavity of a 37 GHz EPR spectrometer. The measurements 
were performed at 77 K in the absorption mode. The magnetic field could be rotated in an {011} 
plane of the sample. The control samples were sliced from the same silicon boule but irradiated with 
protons without the implantation or by a-particles. 
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Experimental Results 
Bombardment of the samples at 80 K by protons produces the known EPR spectra of divacancy and 
Si-B2 [7-9]. New spectra labelled Si-AA15 and Si-AA16 (Fig. 1 a) grow upon thermal annealing at 
-180-200 K of the hydrogen implanted samples as well as the samples which were heat treated in the 
presence of water vapor and are not observed in control samples. The increased hydrogen 
concentration contributes to the growth of the AA15 and AA16 spectra intensity. These spectra are 
characterized by the 11 groups (for AA15) and 6 groups (for AA16) of lines (Fig. 1 b), and thus 
correspondingly two and one nucleus with spin 1=5/2 are involved in the structure of the defects. 
These nuclei in used silicon samples are 100% abundant and can be 27A1 isotopes only. 
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Fig 1. a) The low-field side of the Si-AA15 and Si-AA16 spectra at 77 K, #||<001>. These 
spectra were observed after H-implantation of the FZ-Si(Al) sample at 80 K and annealing at 180 K 
for 10 min. 

b) Computer fit of EPR lines positions, H11 <001>. 

The AA15 spectrum can be described as arising from an anisotropic defect of Cn, symmetry with the 
spin Hamiltonian 

H= »BHgS+  ^SÄ^ (i) 

ra.i 

with S—1/2 . The first term presents the electronic Zeeman interaction, the second term is the 
hyperfine interaction. The defect contains two Al nuclei (labelled a and ß). The g and A values 
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Fig. 2. The computed angular dependencies of the g-factors (a) and summary   Al hf interaction 
(b) of the AA15 center (H in (011) plane). The g- and A-constants from Table I were used 

(Fig. 2) were determined from the angular dependence of the experimental spectrum using second 

order perturbation theory [10]. The principal values and axes of g, Aa and Aß are given in Table 1 

(with the relevant axes indicated in Fig. 3). We note that there is the deviation of- 0.3 mT between 
calculated and experimental line positions when H11 <111>. The discrepancy is likely to be a result of 
ignoring an anisotropic quadrupole interaction of Al nuclei. Although the AA15 spectrum is most 
prominent in intensity, its individual lines signal/noise ratio was insufficient for forbidden transition 
identification because the spectrum is split into 252 lines, for arbitrary direction of magnetic field in 
(Oil) plane. 

Second spectrum, Si-AA16 (S=l/2), has nearly isotropic g-tensor, Tr £«2.0030. Its 27A1 hyperfine 

interaction is also nearly isotropic with weak trigonal distortion (Table 1). It is important to note that 
the width of individual lines of the AA16 spectrum depends slightly on direction of the magnetic 
field. 

[Oil] 

Fig. 3. Relevant principal axes for one of 
twelve equivalent orientations of the Si-AA15 
defect in the lattice. 

[Ill] 

[Oil] 
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Table I. Principal values of g-tensor and 27Al hyperfine interaction A-tensors (27Ala and 27Alp) for the 
Si-AA15 and Si-AA16 spectra (77 K) and molecular wave-function coefficients (r|2 - the fraction of 
the total wave function at site , a/ - from the isotropic part and ß/ - from the anisotropic part of the 
hyperfine interaction). 

EPR spectrum g (±0.0003) A (± 3 MHz) a2 ß2 n2 

AA15 
gi=2.0008 
g2=2.0025 
g3=2.0035 
0=7O±1° 

27Ala      Ai=276.8 
A2=318.0 
A3=290.1 
0=20+1° 

0.35 0.65 0.18 

27 Alp      Ai=267.3 
A2=285.5 0.57 0.43 0.10 

A3=277.5 
0=33+1° 

AA16 g=2.0035 27 Al        A|| =823 
A±=836 

0.80 0.20 0.29 

Hyperfine interaction may be analyzed in terms of a one-electron wave function for the unpaired 
electron [11]. Using hyperfine parameters for 3s and 3p wave function of 27A1 

I V3s(0) 12=20.4xl024cm"3 and <r3P"3>= 8.95xl024cm"3, the observed hyperfine structure of the AA15 
defect indicates that -18% and -10% of the unpaired spin wave function is located on the a and ß 
aluminum atoms and it has -45% 3s and -55% 3p character. The resolved 29Si hyperfine structure 
can also be seen whose intensity corresponds to -4-6 neighboring sites accounting for only -5% of 
the wave function. The same analysis for the AA16 center indicates that about 30% of the resonant 
wave function localizes on the single aluminum atom, with mostly 3s-like character (-80%), while 
the hyperfine interaction with 27A1 nucleus in the case of isolated aluminum interstitial (EPR 
spectrum G18 [12]) is completely isotropic (100% 3 s). 

The AA15 spectrum is dominant one after 200 K annealing and its intensity does not change until 
300 K annealing (Fig. 4). After 30-min annealing at room temperature the AA15 spectrum 
disappears. We note that the Si-G18 spectrum (Ali) [12] is not observed in both implanted and 
control samples immediately after 80 K irradiation but appears in all samples annealed at -260-280 K 
and there is not revealed correlation of the AA15 and G18 spectra behavior. The second spectrum 
(AA16) disappears at 200-220 K. Narrow temperature region where the defect is observed by EPR 
may be the consequence of instability or mobility of the AA16 defect. 
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Fig. 4. Relative intensities of the AA15, AA16 and 
G18 EPR spectra vs temperature of annealing of FZ- 
Si(Al) sample implanted by protons at -80 K. 
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Discussion 
Formation of the AA15 defect including two aluminum atoms is a strong evidence of low- 
temperature long-range motion of Al atom, at least by a distance of-100 lattice constants. In the 
ordinary way the aluminum interstitials migrate at -500 K [12]. Recombination-enhanced migration 
may occur at room temperature [6] and cannot explain our result because it gives too long a 
recovery time at -80 K. Indeed, even though the Ali recovery rate saturates under injection 
conditions of proton irradiation, the recovery will occur at 80 K with time constant -10 hours [6], 
while the observed time constant should not be more than the period of irradiation (-1 hour). We 
have to suppose that the aluminum atom migrates due to hydrogen-enhanced mechanism because the 
AA15 spectrum is not observed in control samples and grows when hydrogen concentration 
increases. Consequently, the presence of some radiation defect as well as hydrogen in the samples is 
required to create Al-Al pair (AA15 defect) and the diffusion takes place in the form of a certain 
radiation induced (Al+H) complex. This diffusion may occur in the process of irradiation at -80 K or 
annealing at T<200 K. Hydrogen role may be in the decrease of thermal barrier for migration of Al 
atom, much as the hydrogen has influence on the oxygen migration [1-3]. 

It is known that the hydrogen atom may be trapped by III group acceptors (B, Al, Ga) and passivate 
its electrical activity by forming of complexes (Bs+H), (Als+H) etc. [13,14]. But there is not any 
information concerning diffusion of these complexes. In our case the migration of (Al+H) complex 
takes place either by an interstitialcy or by a vacancy-controlled mechanism. But second way of 
diffusion is more proper for V group impurity (P, As, Sb). Therefore the rapidly diffusing species 
may be an (Al;+H) interstitial defect. 

To create the (Alj+H) interstitial defect, it is necessary the presence of aluminum interstitial, which is 
produced by reaction of substitution: Als+Sii-»Ali+Sis [12]. The Si-G18 spectrum (Ali) has, however, 
not been observed and consequently it may be concluded that most of the Al; are involved in the 
(Ali+H) defects. These defects have to be mobile at temperature 200K or below to ensure forming of 
Al-Al pairs (AA15 complexes).The AA16 center is a suitable candidate as the (Ali+H) defect and an 
angular dependence of its linewidth may be a result of weak hyperfine interaction with proton. For 
the AA16 center about 30 % of the wave function appears to be accounted for on the Al atom. It is 
comparable to the case of Ali tetrahedral interstitial (-38 %) [12]. The atomic orbitals are 20 % p 
character. This fact implies that the Al atom is slightly displaced from Td site by some disturbance. 
Possible model for AA16 defect is shown in Fig. 5 a. 

Al 

Fig. 5. Tentative model of (Al-H); 
complex (Si-AA16) (a) and (Al- 
Al)i <110>-split interstitial (Si- 
AA15) (b). 

In contrast to the case of known A1;-A1S pairs (G19.G20) where the hyperfine parameters for Ali and 
Als atoms diverged considerably, both Al atoms which are incorporated in the AA15 defect have 
similar hyperfine parameters. Hence both Al atoms are nearly equivalent and placed in interstitial 
positions which are equivalent in the perfect lattice. An additional slight distortion lowers the defect 
symmetry down to Cm and results in non-equivalency of the atom positions. The distortion may be a 
consequence of the Jahn-Teller effect or presence of additional defect close to one of Al atom. This 
defect may be hydrogen atom. 
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As a result of interaction of mobile Al; atom and substitutional Als atom, a (110> - or (lOO)-split 
interstitial distorted to Cih may be formed. The interstitial atoms are situated in equivalent positions 
in the both these defects. But the <110>-split interstitial seems to be more preferable. Indeed, the 
paramagnetic electron in the case of (lOO)-split interstitial defect must be localized on two Orbitals 
perpendicular to each other and having 3p character as in the case of carbon interstitial [15]. But the 
resonant wave function of AA15 defect has mainly 3 s character, moreover the axes of a and ß 
orbitals are parallel. The model of Fig. 5b is best suited for the explanation of the experimental data. 
There are other models for the AA15 center, for example, model of vacancy with two nearest 
substitutional Al atoms or two Alj atoms located nearly on two nearest hexagonal interstitial sites. 
But a probability of formation of defect involving two or more radiation defects is low. 

We do not observe hyperfine interaction with hydrogen in the AA15 spectrum. Even if hydrogen is 
not involved in the structure of the center, we can assume that the AA15 pair is formed instead of the 
well known AVAL, pair (G19, G20) owing to participation of H atom. Indeed, it is not to be 
expected that there is any substantial energy barrier for the Ali-Als pair forming because Coulomb 
attraction between Alj+ and Als". This process of pairing should be slightly dependent on temperature 
and must be similar for both in case of Ali-Als defects appearance at -500 K [12] and in our case at 
T-200 K. Therefore the observed difference in Al-Al pairs structure may be a result of hydrogen 
influence on the kinetics of defect formation. 
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Abstract. We report on Au-diffusion experiments performed between 850°C and 1100°C into 
plastically deformed Si monocyrstals, undoped and uniformly doped with a B concentration of 
3xl019 cm-3. After indiffusion, Au profiles were monitored with neutron activation analysis 
(NAA) in conjunction with mechanical sectioning. The profiles show Au-diffusion to be faster 
in heavily B-doped Si than in undoped samples. Fitting of the experimental profiles which are 
accurately described with complementary error functions yields an effective diffusion coefficient 
D^u and a boundary concentration CUu(x=0). Data for De{l and CUu(x=0) obtained for dif- 
fusion temperatures lower than 1000°C are considerably lower and higher, respectively, than 
expected from the extrapolation based on the high-temperature results. The unusual temper- 
ature dependence of Dju and CUu(x=0) is explained taking into account segregation of Au at 
dislocations in addition to the kick-out diffusion mechanism which is the generally accepted 
process for Au diffusion in dislocation-free Si. The segregation of Au at dislocations is found 
to increase with decreasing temperature with an activation enthalpy of about —1.9 eV. From 
the influence of doping observed on Au diffusion into dislocated Si, we deduce that interstitial 
Au is positively charged in p-type Si and introduces a donor level at about 0.47 eV above the 
valence-band edge. 

Introduction. 
Diffusion of Au into dislocation-free Si is known to be mainly mediated by the kick-out reaction 

[1] 
Au,- + Si3 # Aus + /    . (1) 

This reaction accounts for the experimentally observed long-range transport of predominantly 
substitutionally dissolved Aus by fast interstitial Au diffusion. A Au,- atom changes to the 
substitutional lattice site by displacing a Sis lattice atom into the interstitial position thereby 
forming a Si self-interstitial I. Au-concentration profiles CAU{X) in dislocation-free Si and 
more generally also Pt [2] and Zn [3] profiles are characterized by the concentration-dependent 
effective diffusion-coefficient (X € {Au, Pt, Zn}) 

Dx -  CS  \cx(x))    ■ (2) 

Equation (2) holds for diffusion times which are sufficient to establish the equilibrium con- 
centration Cg. of the interstitially dissolved foreign atoms. Data for the product C\qDj of 

the thermal equilibrium concentration and diffusivity of / which are deduced from De^ are 
nowadays widely considered for modeling of self- and dopant-diffusion processes in Si. 
For Au diffusion into highly dislocated Si, the kick-out model predicts a concentration- 
independent effective diffusion-coefficient given by [1] 

* currently at Lawrence Berkeley National Laboratory, One Cyclotron Road, MS 2-200, Berke- 
ley, CA 94720 USA 



1784 Defects in Semiconductors - ICDS-19 

neff _  ^Auj^Auj 
U A,,      _»0 'Au (3) 

JAv. 

This equation shows that the distribution of Au in dislocated Si is governed by C^u.DAu.. How- 
ever, upon more detailed inspection of Au profiles in highly dislocated Si, a deviation from the 
predicted diffusion behavior is observed. In the present paper we give experimental evidence 
that this deviation is caused by segregation of Au at dislocations. From the increase of Au 
segregation with decreasing temperature we deduce the fraction of Au trapped at dislocations. 
Comparison of Au profiles in undoped and extrinsically B-doped dislocated Si shows Au dif- 
fusion to be considerably faster under B-doping conditions. Analysis of this doping effect on 
diffusion yields information on the electrical properties of Au,- in Si. 

Experimental. 
For our Au-diffusion experiments we used 
single-crystalline, plastically deformed un- 
doped floating-zone Si and heavily B-doped 
(Cs=3xl019cm~3) crystals grown by the 
Czochralski method. Plastic deformation 
by compression was performed at 870 °C 
on Si bars with [123]-longitudinal axis and 
(111) and (541) lateral surfaces and dimen- 
sions 8x8x18 mm3. The resulting disloca- 
tion density is at least 107 cm-2 or higher, 
as estimated from etch pit counting. Slices 
of thicknesses ranging from 0.7 to 1.4 mm 
were cut parallel to the (111) surface. High- 
purity 197Au was evaporated on two op- 
posite surfaces of mechano-chemically pol- 
ished samples. Then the samples were 
sealed in evacuated quartz ampoules un- 
der vacuum. Diffusion was carried out in 
a three-zone resistance furnace. The tem- 
perature  was  monitored by a calibrated 

u 

800 

x (IQ"4 cm) 

Figure 1: Concentration profiles of Au in highly 
dislocated undoped (open symbols) and B-doped 
(closed symbols, Cß=3xl019 cm-3) Si samples 
after diffusion at 900° C for 3600 s (squares) and 
at 1000°C for 2220 s (circles). Solid lines repre- 
sent best fits to experimental profiles based on 
appropriate error-function solutions. 

Pt/PtRh thermocouple and controlled within ±2 K. Au diffusion was stopped by plunging the 
ampoule in ethylene glycol at room temperature. After diffusion the samples were irradiated 
at the GKSS research center of Geesthacht with thermal neutrons resulting in neutron trans- 
mutation of 197Au to 198Au. After mechanical sectioning the activity of each section related to 
198Au was recorded with a Nal-scintillation counter. The penetration depths were determined 
by weighing the samples. In order to transform activity profiles to Au-concentration profiles, 
Si samples saturated with Au at 1200 °C were simultaneously neutron activated. Since the sol- 
ubility of Au under intrinsic conditions is well known these samples were used for calibration. 

Results. 
Diffusion profiles of Au in highly dislocated, virtually undoped and B-doped Si at 1000 °C and 
900 °C are illustrated in Fig. 1. The profiles show that Au diffusion is enhanced in B-doped 
Si as compared to undoped samples. Solid lines represent results of successful fitting of Au 
concentration profiles which are based on complementary error-function (erfc) solutions taking 
into account in-diffusion of Au from two opposite surfaces. The strong increase of the Au 
concentration near the surface is probably caused by a slower Au diffusion along dislocations 
compared to bulk diffusion and/or a Si-Au alloy formed at the surface during annealing. Addi- 
tional experiments are in progress to decide whether this part of the profile is diffusion limited 
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or not. The near surface regime was ne- 
glected for fitting of complementary error 
functions to the experimental Au profiles. 
Data obtained for De

Au from Au profiles in 
undoped and B-doped Si are shown in Fig. 
2. The errors in D*Au resulting from the 
least-squares fit are about 5%. The solid 
line in Fig. 2 represents results for De{l 
given by [4]. This author has investigated 
Au-diffusion under intrinsic doping condi- 
tions in already Au-saturated dislocation- 
free Si. Analysis of these Au profiles also 
yields data for the effective diffusivity De{{ 
which is characterized by Eq. (3). 
DAu values for intrinsic conditions given by 
[4] and the present work for temperatures 
at and above 1000 °C are mutually con- 
sistent. However for T<1000°C, De£ de- 
duced from Au profiles in highly dislocated 
Si deviates from the results obtained from 
Au-isoconcentration diffusion experiments. 
Fig. 2 additionally illustrates that Au dif- 
fusion in heavily B-doped dislocated Si is 
higher than in undoped Si. The dashed line 
shows a calculated temperature dependence 

of DAu under intrinsic conditions if segrega- 
tion of Au at dislocations is considered (see 
below). 

The temperature dependence of the bound- 
ary concentration CAu(x=0) is shown in 
Fig. 3 in comparison to Au-solubility data 
which were determined from neutron acti- 
vation analysis (NAA) of virtually intrin- 
sic dislocation-free, Au-saturated Si sam- 
ples [5, 6]. The total errors in CUu(x=0) are 
about 15% due to the limited accuracy of 
NAA for determining absolute Au concen- 
trations. Within our experimental errors, 
C>tu(x=0) obtained for 1000°C and 1100°C 
in undoped and B-doped Si equals the Au 
solubility under intrinsic conditions. This 
weak doping dependence of CAu has been 
explained by substitutional Aus which in- 
troduces both a donor and acceptor level in 
the Si band-gap even at high temperatures 
[7]. At temperatures lower than 1000 °C, 
however, the boundary concentration even 

T(°C) 
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Figure 2: Temperature dependence of the effec- 
tive diffusion coefficients of Au in highly dislo- 
cated, virtually undoped Si (o) and B-doped Si 
(•). The solid line represents the results ob- 
tained from Au-diffusion into dislocation-free Si 
performed under isoconcentration conditions [4]. 
The dashed line is obtained if the effect of trap- 
ping of Au at dislocations on DAu is taken into 
account. 
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Figure 3: Temperature dependence of the Au- 
boundary concentration Cxu(x=0) after Au dif- 
fusion into highly dislocated, undoped (o) and 
B-doped (•) Si. the solid line represents Au sol- 
ubility CAu in undoped dislocation-free Si which 
based on data given by [5, 6]. The dashed line 
shows the best fit of the concentration CAu (A) 

of Au trapped at dislocations. 

for the undoped samples clearly exceeds the expected Au solubility.   In the following, this 
deviation is attributed to segregation of Au at dislocations. 
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Evidence of Au segregation. 
Following Eq. (3), the product between 

CAu and DA{ equals the transport capac- 
ity CAu.DAu.. The boundary concentration 
CAU(X=0) deduced from the Au profiles is 
considered to represent the total Au equilib- 
rium concentration CAu under the present 
experimental conditions. The temperature 
dependence of the product CUu(x=0)D^ 
is shown in Fig. 4. The solid line repre- 
sents the best fit of our data CU„(x=0)Z?]f„ 
for undoped Si. Our data are in re- 
markable agreement with the results ob- 
tained from the Au-isoconcentration diffu- 
sion analysis, although the values for D\% 
and CUu(x=0) individually strongly deviate 
from the extrapolation based on the corre- 
sponding high temperature results (see Fig. 
2 and 3). This finding is accurately ex- 
plained taking into account in addition to 
reaction (1), a mechanism which describes 
the capture of Au; at traps provided e.g. by 
dislocations 

Au,- + T ^ AuT + E (4) 

In reaction (4), T and Auj denote an unoc- 
cupied and occupied trap, respectively, 
and E an empty interstitial site. Based 
on the partial differential-equation system 
for reaction (1) and (4), a single partial 
differential-equation 

dC. Au 

dt 
D' ßSi d2CA 

dx2 (5) 

can be derived with an effective diffusion 
coefficient DAu [8]. For a moderate occupa- 
tion of the traps, DAu is characterized by 

Deff- uAu — 
'Aui'-'Am 'AUJ 

cz.+ceq 
'Aus Au +CZ AUT 

(~teq (6) 
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Figure     4: Temperature     dependence     of 
CAU{X=0)DH/CO (Si atom density: C0= 
5xl022cm~3) deduced from Au profiles in 
virtually undoped (o) and B-doped (•) highly 
dislocated Si. The solid line shows the best fit of 
our experimental data (o) which is represented by 
CAU(x=0)£»f/Co=7.7xl0-3exp(-2.87eV/kBT). 
The dashed line shows the temperature depen- 
dence of CZDeIi which based on Dfu data 
reported by [4] and Au-solubilities CAu given by 
[6]. 
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Figure 5: Calculated Au-concentration profile 
(solid line) in a heterostructure with alternating 
dislocation-free and highly dislocated layers com- 
pared to a Au profile in dislocation-free Si. Equation (6) confirms that DAu decreases 

if Au is trapped at dislocations whereas the 
total Au concentration CAu increases such that the product CAuDAu is unaffected. The concen- 
tration CAUT is given by the difference between the total Au concentration in highly dislocated 
Si and the Au-solubility data for dislocation-free Si given by [5, 6]. CAu data so-obtained 
for undoped dislocated Si are illustrated in Fig. 3. The temperature dependence of CA is 
accurately described by an Arrhenius law and shows Au segregation at dislocations to be an 
exothermic process with an activation enthalpy of H=—1.9 eV and a pre-exponential factor of 
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about lxlO8 cm-3. Taking into account the temperature dependence determined for CA
q

UT, 
CA

9
u.DAui and for the solubility of Au in dislocation-free Si [5, 6], the dashed line in Fig. 2 

is obtained which accurately reproduces our DAu data. It should be noted that the total Au 
concentration in dislocated Si depends on the actual density of dislocations acting as trap- 
ping centers. This dislocation density of about 108 dislocation/cm2 is considered to be nearly 
constant in all undoped, plastically deformed Si samples as revealed by preferential etching. 
The B-doped dislocated Si samples, however, show larger variations in the dislocation density. 
Consequentely, the amount of Au trapped at dislocations in the B-doped samples can not be 
described by a simple Arrhenius equation. 
The increasing tendency of Au to segregate at dislocations with decreasing temperature could 
have potential application in the formation of microwires. Figure 5 shows a Au concentration 
profile obtained after a simulation of Au diffusion at 850° C for 60 s in a semiconductor het- 
erostructure with alternating dislocation-free and highly dislocated layers (1010 disl./cm2). For 
the calculation the segregation- and diffusion behavior of Au was considered, respectively, as it 
was deduced from the present work and previous investigations of Au diffusion into dislocation- 
free Si [5, 6]. Figure 5 illustrates that segregation of Au at dislocations causes an increase of 
the total Au concentration in the dislocated layer of about two orders of magnitude compared 
to the dislocation-free layers. We expect that segregation-controlled Au-diffusion profiles are 
formed in appropriately relaxed Si/Sii-^Ge^/Si/Sii-xGe^/Si heterostructures. 

Effect of doping on Au diffusion. 
Figure 4 illustrates that the ratio of 
CAu. DAui for B-doped and undoped con- 
ditions increases with decreasing tempera- 
ture. This enhancement of CAu.DA^ under 
B-doping conditions confirms Au,- to be pos- 
itively charged in p-type Si, because the for- 
mation of interstitial Au,- which may intro- 
duce a donor level EAuo/+ in the Si band-gap 

becomes energetically more favored if the 
Fermi-level E/ lies below the donor level. 
The temperature dependence of the ratio 
of CA

9
U.DAU{ for B-doped and undoped Si is 

shown in Fig. 6 together with the best fit 
of the doping effect on CAu. DA^ • Fitting of 
our experimental data is based on the equa- 
tion 

N 

o c 

U 

o r-1—i  i  i  i  i  i  i  ■  i  i  '  ■  '  i  *  >  >   ■- 

5  : "■ 

4  : "/^       ■ 

7.0 7.5 8.0 

104/T (K"1) 

8.5 9.0 

Figure 6: Temperature dependence of the trans- 
port capacity CA

q
Ui &Au{ in B-doped Si normalized 

by intrinsic conditions. The solid line shows the 
best fit of our experimental data. 
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assuming that Au,- introduces a single donor level in the Si band-gap and that doping mainly 
influences the equilibrium concentration CAu. rather than the diffusion coefficient DAui ■ The 
intrinsic carrier concentration pin provided by Morin and Maita [9] was taken into account in 
Eq. (7) for the evaluation of EAuo/+. The free hole concentration p for the given B doping level 

was calculated using the neutrality equation. The Fermi-level Ef « Eg(T)/2 under intrinsic 
conditions was considered using the expression for the shrinkage of the Si energy band-gap 
Eg(T) witn increasing temperature given by Thurmond [10]. Assuming a degeneracy factor 
of flUu,=0.5 and that the energy level EAuo/+ of the Au,- donor remains fixed with respect to 

the valence band-edge as the energy gap shrinks with increasing temperature, the ionization 
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energy of neutral Au? was determined to EAum =(0.47±0.02) eV. The small standard deviation 

illustrates that the doping dependence of CA\.DAu. is accurately described by Eq. 7. To the 
authors knowledge this is the first evidence of a donor level introduced by Au; in Si. The 
Au,-related ionization level can not be detected with common spectroscopic methods such as 
the infrared spectroscopy or deep-level transient spectroscopy. This is most likely due to the 
low Au,- concentration compared to the concentration of Au3 which introduces both a deep 
donor and acceptor level (see e.g. [11]). The concentration of Au,- in the Si samples becomes 
even less during cooling from high diffusion temperatures due to an expected fast outdiffusion 
of Au,-. However, Au diffusion in highly dislocated Si is mediated directly by the transport 
capacity CAuDAu. although Au-concentration profiles mainly represent the distribution of Aus 

and AuT. This explains why the properties of Au,- are accessible by appropriate Au-diffusion 

experiments in highly dislocated Si. 

Conclusion. 
Diffusion profiles of Au into undoped and B-doped highly dislocated Si are accurately described 
by the kick-out model and a mechanism which takes into account trapping of Au at dislocations. 
Au segregation increases with decreasing temperature as confirmed by Au profiles which show 
an enhanced boundary concentration and a simultaneously retarded effective Au-diffusion co- 
efficient. From the temperature dependence of the concentration of Au trapped at dislocations 
in undoped Si, an activation enthalpy of —1.9 eV was obtained assuming a constant disloca- 
tion density in all samples. Simulations performed on the basis of the observed segregation 
and diffusion behavior of Au in highly dislocated Si predict that Au-diffusion may be used to 
introduce microwires in appropriately designed semiconductor heterostructures. 
The Au-diffusion enhancement observed in B-doped Si compared to undoped samples is at- 
tributed to a solubility enhancement of Au,-. Analyzing this effect of doping on CAu. DAui shows 
for the first time that Au; introduces a single donor level in the Si energy band-gap which lies 
about 0.47 eV above the valence-band edge. 
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Abstract. Annealing characteristics of low-temperature substitutional gold in silicon have 
been investigated by a special annealing method. Concentration profiles of substitutional 
gold and their decrease during the annealing were measured with an isothermal capacitance 
transient spectroscopy, ICTS, and resistivity. The concentration decreases uniformly kept 
intact with a flat profile and the average concentration decreases rapidly with the annealing 
time. The rapid decrease is caused by a homogeneous agglomeration of low-temperature 
substitutional gold via a ring-diffus ion to an agglomeration center. Diffusion coefficient of 
the ring-diffusion was obtained as (10 -10 )exp(-(1.7±0.2)/ir7) cm /s from the initial 
concentration dependence of the time constant in the annealing. A tendency of out-diffusion 
profile near the specimen surface was observed, however, the observed diffusion length 
was larger than the length calculated from the diffusion coefficient. The average 
concentration obtained from resistivities is followed by a slow decreases after the first rapid 
one. The slow decrease may be caused by a diffusion of other impurities such as shallow or 
deep acceptors. 

Introduction. 
Gold atoms in silicon occupy interstitial and substitutional sites, and substitutional gold 
exists in three states [1] due to the thermal condition: high-temperature substitutional gold in 
the condition of supersaturation above 850 °C or undersaturation, low-temperature 
substitutional gold in that of supersaturation below 850 °C, and agglomerates of 
substitutional gold as a fraction of annealed one. High-temperature substitutional gold 
diffuses via kick-out mechanism as confirmed by Gösele et al. [2]. Morooka et al. [1,3] 
proposed a ring mechanism for the diffusion of low-temperature substitutional gold. 
Therefore, gold atoms in silicon diffuse by intricate processes due to the state of 
substitutional gold depending on the condition of heat treatment. In addition them, the 
diffusion of high-temperature substitutional gold depends on silicon crystals such as 
specimen thickness and intrinsic defects [4]. 

A heat treatment for annealing experiment of high-temperature substitutional gold is shown 
in Fig. 1 and those of low-temperature substitutional gold is shown in Fig.2 [5], conceived 
with consideration of the existence of each substitutional gold. Gold atom diffuses as a 
high-temperature substitutional gold during indiffusion process in both heat treatment. 
Supersaturated substitutional gold diffuses also as a high-temperature substitutional gold in 
the subsequent heat treatment for continuous annealing as shown in Fig. 1. On the other 
hand, those diffuses as a low-temperature substitutional gold in the heat treatment for 
ordinary annealing as shown in Fig.2, because the gold-diffused specimen had been cooled 
to the room temperature before the annealing. In this work, annealing characteristics of low- 
temperature substitutional gold, namely the ring-diffusion of substitutional gold, has been 
investigated by the special annealing of supersaturated substitutional gold as show in Fig.2, 
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called as "ordinary annealing method". 
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Fig.l Heat treatment for annealing of high- 
temperature substitutional gold in silicon 
(kick-out mechanism) 
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Fig.2 Heat treatment for annealing of low- 
temperature substitutional gold in silicon 
(ring-diffusion mechanism) 

Experimental procedures and results. 
Silicon specimens, in which gold had been diffused previously at 1000 °C - 1150 °C, was 
heat-treated again at 500 °C - 700 °C after rapid cooling to a room temperature, and the 
supersaturated low-temperature substitutional gold was reduced to a thermal equilibrium 
concentration by the annealing as shown in Fig. 2. An annealing-time dependence of the 
concentration of the substitutional gold was measured. The average concentration in a 
specimen is obtained from resistivities before and after the heat treatment, and the 
concentration profile was obtained briefly fromlCTS signals measured by moving Schottky 
contact on an angle-lapped surface [6]. 

Concentration profiles after the annealing at 600 X) and 700 °C are shown in Figs. 3 and 4, 
respectively. Annealing time is indicated in the figures. Specimen thickness in the heat 
treatment was about 2.5 mm. The profile becomes flat within a short annealing-time in spite 
of an initial profile retained from an indiffusion profile with higher concentration near the 
surface. After that, the concentration decreases uniformly in the whole of specimen without 
relations to the distance from the surface, and the profile is still flat in spite of a 
considerable decrease of the concentration. The profile depends on annealing temperature 
and time in addition to the initial profile, and is independent of silicon crystal such as 
specimen thickness and intrinsic defects. A weak evidence of out-diffusion to the surface is 
recognized slightly near the specimen surface. 

Annealing-time dependence of the average concentration in specimen, which is obtained by 
resistivity measurement, is shown in Fig. 5. The annealing characteristics show an first 
order reaction, and the concentration decreased rapidly with a short time-constant at the first 
phase of annealing. The time-constant depends on the initial concentration and it becomes 
smaller with larger initial concentration [3], which is a distinctive feature of the annealing 
via homogeneous nucleation [8]. The concentration in a low level region in Fig. 5, is much 
larger than those in Fig. 3. The difference between the concentrations will be discussed 
later. 
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Fig.5 Decrease of substitutional gold concentration with 
annealing time, obtained by resistivity measurement. 

Discussion. 
The rapid annealing is caused by a ring-diffusion of low-temperature substitutional gold 
accompanied by a homogeneous agglomeration [3], and the concentration of substitutional 
gold decreases uniformly resulting in a flat profile. A time constant x limited by a diffusion 
into spherical sinks, which are distributed randomly, is given by [7] 

1/c = AxinD, (1) 

where D is the diffusion coefficient,  i is the capture radius of nucleus  and n is its 
concentration.  Morooka et.   al have  obtained l/4nrD 6.4xl018  [cm"3s] at 600  <C, 
3.0xl018 [cm"3s] at 650 °C and 7.7xl017 [cm"3s] at 700 °C from the dependence of x 
upon initial concentration of substitutional gold [3]. Temperature dependence of 4nrD 
obtained from above values is shown in Fig. 6, and 

4^7-Zfc(10"1:L-10"9)exp(-(1.7±0.2)/JtT) [cm3/s], (2) 

where k is Boltzmann's constant in eV/K and Tis temperature. Assuming r : 
diffusion coefficient for ring-diffusion of substitutional gold is obtained, 

Z>=(10"5-10"3)exp(-(1.7±0.2)/i:7) [cm2/s]. 

1 nm [3], the 

(3) 

The activation energy for the ring-diffusion is from 1.5 eV to 1.9 eV. If the capture radius 
has a considerable activation energy, the activation energy for the diffusion should be 
subtracted by those for the capture radius from above values. If the capture radius is greater 
than 1 nm, the pre-exponential factor of Eq. (3) should be decreased in inverse proportion 
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to the radius. The diffusion coefficient is 1.7xl0-11 cm2/s at 700 °C in the largest case of 
Eq. (3), and the diffusion length is 1.6xl0"4 cm for the annealing time of 0.4 h. On the 
other hand, a tendency to an empirical out-diffusion with a diffusion length of several ten 
times larger than 1.6x10 cm is observed in the experiments as shown in Fig. 4. The 
reason for the larger diffusion length than the theoretical one is not obvious now. 
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1/Temperature (1/K) 

Fig.6 Temperature dependence of 4 7rrD 

The thermal equilibrium concentration of substitutional gold is estimated less than 10 
cm"^ at 600 °C by an indiffusion experiment at the temperature, therefore, the concentration 
in Fig. 5 seems to decrease slowly with a long time-constant subsequent to the rapid 
decrease at the first phase. The gold concentration in Fig. 5 is obtained from resistivities 
before and after heat treatment. That is, the concentration is a quantity of free carrier 
concentration decreased by the heat treatment and includes other impurities in addition to 
substitutional gold. In evidence of them, the concentration of deep level of Ec - 0.54 eV, 
which is the dominant acceptor level induced by substitutional gold, obtained from ICTS is 
4x10*4 cm after the annealing at 600 °C 4h as shown in Fig. 3 and the value is kept in an 
extension line of the rapid decrease in Fig. 5. The slow decrease of average concentration 
subsequent to the rapid decrease as shown in Fig. 5 will be caused by a diffusion of other 
impurity, which decreases the conduction electrons, such as shallow or deep acceptor. If an 
out-diffusion of substitutional gold to the specimen surface becomes to be effective in 
addition to the homogeneous agglomeration, the decrease of gold concentration should be 
accelerated and the concentration should be lower than the extension line in Fig. 5, because 
the diffusion to specimen surface and agglomeration center occurs simultaneously. 

Conclusions. 
Annealing of low-temperature substitutional gold in silicon has been investigated. The 
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results are summarized as follows. 
1) Diffusion coefficient of low-temperature substitutional gold,  namely, that for ring- 
diffusion of substitutional gold is (10~5-10~3)exp(-(1.7±0.2)/Jt7) cm2/s. 
2) Diffusion length for out-diffusion to specimen surface is larger than the length calculated 
using above diffusion coefficient. 
3) At the second phase in the annealing, a slow diffusion of other impurity is effective for 
the decrease of free electrons in the n-type silicon. 
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Abstract 
We have performed studies on multicrystalline silicon used for solar cells in the as-grown state and 
after a series of processing and gettering steps. The principal goal of this work is to determine the 
rate limiting step for metal impurity gettering from multicrystalline silicon with an emphasis on the 
release of impurities from structural defects. Synchrotron-based x-ray fluorescence mapping was 
used to monitor the release process. Copper and nickel impurities were found to reside primarily at 
dislocations in the as-grown state of the material. Short annealing treatments rapidly dissolved the 
impurity agglomerates. Based on these results and modeling of the dissolution process, copper and 
nickel is in the form of small agglomerates (<10nm) clustered together over micron-scale regions in 
the as-grown material. Aluminum gettering further disintegrated the agglomerates to below the 
sensitivity of the system, 2-5nm in radii. No significant barrier to release of copper or nickel from 
dislocations was observed. 

Introduction 
Multicrystalline silicon (mc-silicon) is a very interesting material for terrestrial solar cells. Its low 
cost and respectable energy conversion efficiency (12-15%) makes it arguably the most cost 
competitive material for large-volume solar power generation. However, the efficiency of mc- 
silicon solar cells is severely degraded by regions of high minority carrier recombination which have 
been shown to largely possess dislocations and microdefects [1-3]. These structural defects are 
known to increase in recombination activity with transition metal decoration [4-9]. Therefore, 
frontside and/or backside segregation-type gettering of metal impurities from the mc-silicon bulk 
would be expected to greatly enhance solar cell performance as is observed in single crystal silicon 
[10-17]. Contrary to this rationale, experiments using these gettering treatments for mc-silicon have 
only improved regions of initially low recombination activity while little or no effect is observed on 
the initially high recombination regions and in turn only a slight improvement in overall cell 
performance is attained [2,3,14,18]. 

The gettering process can be described as a three step process of impurity release from its initial 
site, diffusion through the silicon matrix and capture into the gettering layer. Deep Level Transient 
Spectroscopy (DLTS) studies [3] have observed Fe in the highly dislocated regions of mc-silicon 
while still leaving the possibility of Cu, Ni and Co being present as well, due to the inability of 
DLTS to detect these impurities. All of these impurities diffuse rapidly in silicon [19], indicating 
the impurity diffusion from the initial site to the gettering layer occurs rapidly and would not limit 
the gettering process for a reasonably long. gettering heat treatment. Measurements of metal 
impurity segregation coefficients for phosphorus and aluminum layers with respect to silicon 
[17,20], indicate one would expect a decrease of metal impurity concentration in the silicon on the 
order of 10"4 to 10"6. This suggests the capture step is potent and does not limit the gettering 
process. The release of the impurities from their initial site is unstudied and may be responsible for 
the poor gettering of mc-silicon. Slow release may occur in mc-silicon but not in single crystal 
silicon due the presence of structural defects which stabilize the initial metal 
precipitates/agglomerates. 
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The goal of this research is to determine the mechanism by which gettering is ineffectual at 
improving high carrier recombination in mc-silicon. In the work presented here, we have analyzed 
metal impurity release from structural defects in mc-silicon after processing/gettering steps with the 
use of synchrotron-based x-ray fluorescence mapping and correlated structural defect analysis. 
Impurity release is compared to calculations of impurity diffusion from a precipitated state into the 
silicon matrix without any barrier to impurity release. We have been able to observe the dissolution 
process of Cu and Ni from dislocations as well as correlate the initial position of the impurities with 
specific structural defects. 

Experimental Procedure 
Boron doped mc-silicon with a resistivity of 1.0 ohm-cm and an oxygen concentration of l-2xl017 

atoms/cm3 was used. The 500u.m thick wafers were formed by a casting method with subsequent 
cutting and etching to remove the damaged surface layer. Surface Photovoltage (SPV) apparatus 
was used to measure minority carrier diffusion length values over the as-grown mc-silicon wafer in 
order to locate high minority carrier recombination regions. These regions were rapid thermal 
annealed at 500°C for 30 seconds followed by a rapid quench to room temperature (=1000K/s), to 
freeze in the kinetics of impurity release. This was followed by an Al gettering treatment at 800°C 
for 3 hours using a high purity lu.m Al layer on the sample backside. The frontside of the samples 
were analyzed using synchrotron-based x-ray fluorescence (XRF) mapping in order to determine 
metal impurity content and distribution at each step of the sample processing: in the as-grown state, 
following the RTA and lastly after the Al gettering treatment. Impurity mapping was performed on 
the same regions after each processing step by identifying fiducial marks on the sample surface. 
The XRF equipment generates 12.4 keV monochromatic radiation to excite elements in the sample 
with a spatial resolution of lxlurn and a Si-Li detector to measure fluorescence x-rays from the 
sample, all in atmospheric conditions. System sensitivities are element specific but, for example, 
the system can detect a single Ni or Cu precipitate/agglomerate in silicon greater in radii than 2-5nm 
with a sampling depth on the order of 50p.m. Impurity concentrations are quantified with the use of 
standard samples of known impurity concentrations. After Al gettering and XRF analysis, the 
diffusion length was measured with SPV and the samples were preferentially etched and analyzed 
with a scanning electron microscope to reveal structural defects. 

Results and Discussion 
A minority carrier diffusion length (Ln) map of the mc-silicon wafer is shown in Figure 1. The 

material has a broad range of Ln values, 
Ln (fim) from logoi^m. These values are typical 

for a mc-silicon wafer and are not 
sufficient to make a high performance 
solar cell, further material improvement 
is required. A low diffusion length 
region with Ln=10pm was selected from 
the wafer and analyzed with XRF 
mapping. The XRF mapping revealed 
only Ni and Cu agglomerates. Maps of 
the impurity distributions are shown in 
Figures 2a&b. The Ni and Cu 
impurities are present at the same 
locations over regions spanning 2-5um. 
Since the material was grown with a 

slow cooling rate and a concomitant low supersaturation of the impurities, the location of the Ni and 

Figure 1: Minority carrier diffusion lengths (Ln) across a 
multicrvstalline silicon wafer. 
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Figures 2a&b: Ni and Cu distributions in as-grown multicrystalline silicon as measured with x-ray 
fluorescence mapping. Deep black regions denote unscanned areas. 

Cu are expected to be at the preferred precipitation sites. The sample was annealed at 500°C for 30 
seconds with a rapid quench to room temperature in order to freeze in the kinetics of impurity 
dissolution. Based on diffusion data of Ni and Cu in silicon, [19], one would expect significant 
diffusion of both impurities for this anneal temperature and time. An XRF scan after the RTA 
treatment of the same region as in Figure 2, with some surrounding area, is shown in Figures 3a&b. 
Most impurity agglomerations 

Ni [atoms/cm ] 

IxlO16 

lxlO15 

1x10" 

Cu [atoms/cm ] 

lxlO'6 

lxlO15 

1x10" 

"0 10 20 30 40 50 60 72 0 10 20 30 40 50 
x (pm) x (Mm) 

Figure 3a&b: Ni and Cu distributions in multicrystalline silicon after a 50O°C-30 sec RTA quench. Only 
certain discrete agglomerations of impurities have remained from the as-grown state (Figure 2). Deep black 

regions denote unscanned areas. 

have been dissolved. The few remaining positions with Ni and Cu at x,y (32,25-7)um and to a 
lesser extent at (60,30)|im in Figures 3a&b correlate with peaks in Figures 2a&b at x,y (5,17)|J.m 
and (22,17.5)um, respectively. It should be noted that the Ni and Cu agglomerates are no greater in 

size than the spatial resolution of the XRF system, 1 iim in diameter. 

The initial size and distribution of the Ni and Cu precipitates can be calculated by using the data in 
Figures 2&3 and the theoretical models of precipitate dissolution which consider the dissolution 
process to be limited only by impurity diffusion from the precipitate [21,22], It is important to note 
that no consideration of the surface reaction rate is considered in this model. For Ni and Cu, the 
theory provides a relatively simple formula for the maximum precipitate radius, Rmax, which will 
not completely shrink for an anneal of time, t,. 

Ämax=,2Df 
Cj-Cn 

Q 
(1) 

where D is the impurity diffusivity in silicon, Q is the impurity solubility in the silicon matrix at the 
dissolution temperature, Cm is the impurity concentration far from the precipitate and Cp is the metal 
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concentration in the precipitate. Equation 2 is in this simple form because of the large difference of 
impurity solubility between the precipitate and the silicon matrix. Rmax of NiSi2 and Cu3Si 
precipitates for a 500°C-30 sec anneal are calculated to be 3 and llnm, respectively. Any 
precipitates greater in size than this will not dissolve completely, e.g. a l(im diameter precipitate 
will be virtually unaffected by this anneal. Furthermore, this calculation taken in conjunction with 
the observed 2-5 |j.m size of the Ni and Cu rich regions in the as-grown material (Figure 2) and the 
rapid dissolution of these impurity rich regions (Figure 3), suggests most of the as-grown impurities 
are in the form of nm-scale precipitates which are clustered over micron-scale regions of the 
material. The few impurity rich points remaining after the 500°C dissolution treatment, in Figure 3, 
were initially greater in size than 3-1 lnm but now are at least < l(j.m, the XRF spatial resolution. 

The same sample was aluminum gettered for 3 hours at 800°C and analyzed with XRF over an even 
larger area than Figures 2&3. No Cu or Ni agglomerates were detected over this region. 
Calculations based on equation 1 indicate that NiSi2 and Cu3Si precipitates with a diameter of 
<11.2(im and <23.2|im, respectively, should fully dissolve with the 800°C-3 hour treatment. 
Therefore, the precipitates in Figure 3, which are < lum in diameter, are expected to completely 
dissolve after the gettering treatment, as was experimentally observed. Considering the sensitivity 
of the XRF system, these results provide evidence that no Ni or Cu exists in this region clustered or 
precipitated at a diameter >2-5nm. Moreover, the 800°C-3 hour aluminum gettering treatment 
should be more than sufficient to decrease the Ni and Cu concentration throughout the silicon by 
many orders of magnitude considering simple diffusion of the impurities from the silicon matrix 

into the aluminum layer which has a segregation 
coefficient of 10"4 to 10"6. However, even with 
this rapid dissolution and sufficient 
diffusion/gettering times, the final minority carrier 
diffusion length was measured as 52(im, only 
slightly higher than its initial value of lO^im and 
significantly lower than required for a high 
performance solar cells. This low final diffusion 
length indicates a mechanism for minority carrier 
lifetime degradation remains in this region. 
Possible explanations for this residual degradation 
are discussed later. 

A correlation between the Ni and Cu agglomerates 
of Figure 2 and the structural defects in the 
material was established with preferential etching 
and imaging with a scanning electron microscope. 
The results are shown in Figure 4 where the white 
arrows denote where the Ni and Cu was located in 
the as-grown material (Figure 2). The etch 
grooves are etched grain boundaries and the deep, 
black pits are etched dislocations. A strong 

correlation is seen between the Ni and Cu.rich regions and dislocations, with a single grain 
boundary possessing a small amount of Ni and Cu. The arrow farthest down and to the right points 
to a very shallow etch pit which is characteristic of a microdefect, e.g. a swirl defect or an oxygen 
precipitate. Considering the high concentration of impurities at this defect in the material's initial 
state, identification and investigation of this microdefect is desirable. Recent work has been carried 
out to identify microdefects in mc-silicon [23] with initial identifications showing predominantly 
single and multiple plate-like precipitates and a significantly lower concentration of spherical-like 
precipitates. 

Figure 4: SEM image of the XRF mapped regions 
(Figures 2&3) after etching. The white arrows locate Ni 
and Cu regions in the as-grown material. The black box 
indicates the area scanned with XRF after Al gettering. 
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Since the material was cooled very slowly during growth, such that impurities were only slightly 
supersaturated during the cooling, the results of initial impurity distributions indicate dislocations 
are the preferred precipitation site in mc-silicon. In turn the dislocations would be expected to be 
the most thermodynamically-stable site for the impurity during dissolution. Even in this most stable 
configuration, the impurities quickly release from the dislocations and are fully removed with an Al 
gettering treatment, however, the minority carrier diffusion length of the material is not greatly 
enhanced. Considering the Al gettering treatment has more than sufficient thermal load for 
complete impurity diffusion from the dislocations to the Al layer and the segregation coefficient of 
the Al layer with respect to the silicon matrix is =105, one would expect all released impurities to be 
completely gettered to the Al layer and, consequently, the minority carrier diffusion length would 
greatly increase. This is not observed, however, metal impurities may still be the dominant 
mechanism for this residual poor diffusion length. Two possible mechanisms are presented here: 1) 
the strain field of the structural defect may stabilize extremely small Ni and Cu clusters, <2-5nm, 
and 2) if one considers the structural defect as a completely different phase than the surrounding 
silicon matrix, this defect phase may possess a higher impurity solubility than the surrounding 
silicon. In the latter case the segregation-type gettering action of the Al backside layer will be 
severely retarded since the defect phase acts as a segregation-type gettering mechanism as well. 
Furthermore, both proposed mechanisms suggest once metal impurities interact with structural 
defects in silicon, complete impurity removal from the defect is an arduous task. 

Conclusions 
Dislocations were found to be the preferred precipitation site for Ni and Cu impurities in 
multicrystalline silicon. Rapid thermal treatments rapidly released impurities from their initial state 
without any observable limitation other than simple diffusion in the silicon matrix. Gettering 
treatments dissolved the metal impurity precipitates below the sensitivity of these experiments (<2- 
5nm), however, the gettering treatment does not greatly enhance minority carrier diffusion length 
values. This indicates metal impurities may remain either as very small precipitates/clusters or in a 
dissolved state within the phase of the dislocation. 
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IN SILICON HIGH-VOLTAGE POWER DEVICE TECHNOLOGY 
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Abstract, y-ray diffraction, chemical etching, DLTS, and temperature dependence of minority 
carrier lifetime have been used to study the processes of generation and relaxation of intrinsic point 
defects (IPDs) in high-voltage power devices technology. The role of IPDs in forming the structural 
and electrically active defects and the deep diffusion of aluminium have been demonstrated. 

1. Introduction. 
The field of Intrinsic Point Defect Engineering started in the 70's. It is based on the idea that non- 
equilibrium intrinsic point defects (IPDs) take part in forming the structural defects and electrically 
active centers as well as in the diffusion of impurity atoms. Those ideas led to the development of 
different methods of gettering and passivation of defects in silicon devices. 

Difficulties in studying the process of generation and relaxation of IPDs during the heat treatment 
are related to two factors. Firstly, vacancies and self-interstitials cannot be observed as free single 
defects. They can be studied only relying on the indirect data of structural defects, their electrically 
active centers and the diffusion of doping impurities. Secondly, due to a low concentration of these 
defects their nature cannot be investigated by such methods as the electron paramagnetic resonance, 
the optical absorption, etc. 

The study the effects of IPDs on the formation of oxidation stacking faults and on the doping 
impurity diffusion provided a basis for the development of intrinsic point defect engineering in 
microelectronic device technology. The purpose of our work is to overview the results of our 
investigations on the influence of IPDs generated under high temperature annealing (characteristic 
of high-voltage power devices) on the behavior of structural defects in dislocation-free FZ-Si and 
neutron transmutation doped silicon (NTDS), on the formation of electrically active centers in high 
voltage p-n junctions and on the deep diffusion of aluminium in Si. 

2. Experimental. 
Defect gettering and passivation techniques, developed for microelectronic devices, cannot be 
transferred to the technology of high-voltage power devices without conventional additional 
investigations, since the operating region for high-voltage power devices exceeds that for the 
microelectronic devices by several orders of magnitude. The operating region of a high-voltage 
device also is typically at sufficiently more depth from the device surface (-100 urn ). The necessity 
of forming such deep p-n junctions requires rather long processes and higher temperatures. Besides, 
the silicon parameters used for manufacturing high-voltage devices differ a lot from those of silicon 
used in microelectronics. For manufacturing high-voltage devices, high purity dislocation-free n- 
type float zone Si (n-FZ-Si) is used. This contains concentrations of phosphorus and oxygen which 
on about two orders of magnitude lower than in the Czochralski silicon (Cz-Si) used in 
microelectronics. 

The type and concentration of generated IPDs was controlled by changing the medium in which the 
heat treatment took place. Heat treatment in an oxidizing atmosphere results in the generation of 
self-interstitials; heat treatment in an inert atmosphere and in vacuum is accompanied by 
supersaturation of silicon with vacancies, while the heat treatment in the chlorine-containing 
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atmosphere (CCA) makes it possible to control the type of the dominating IPDs. y-ray diffraction, 
chemical etching, DLTS, and temperature dependence of minority carrier lifetime were used to 
study the properties of defects and structures. 

3. Results and Discussion. 
3.1. Influence of IPDs on the behavior of swirl-defects in dislocation-free FZ-Si. 
The main type of structural defects in a high purity dislocation-free n-FZ-Si are swirl defects of the 
A type. High-resolution electron microscopy has showed that the A defects consist of dislocation 
loops, 1-5 ^m in size, of an interstitial type. These defects are formed as a result of the condensation 
of the excess interstitial atoms of silicon. To study the effect of an annealing atmosphere on the 
swirl defects within thick (1-5 mm) <111> Si wafers with a lapped surface, we used selective 
etching and y-ray diffraction techniques [1,2]. 

According to the data obtained by the selective etching method, annealing in CCA for 20-40 hours 
at 1100 -1250 C decreased the concentration of microdefects by the factor of 5 to 250. As the 
reduction took place, the dimensions of the etching pits on some samples were decreased by a factor 
of 2 or 3. The density of microdefects decreased with the increase of temperature and annealing 
time. The concentration of swirl defects after annealing in the air did not change or diminish even 
slightly, while the dimensions of the etching pits in practically all the samples increased by a factor 
of 2 to 4. The increase of the dimensions during annealing in the air may be related to Si 
supersaturation with self-interstitials. Whereas, the decrease of the concentration of swirl defects 
during annealing in the CCA evidences the generation of excess vacancies at the Si-Si02 interface. 

Figure 1 shows the distributions of the integrated reflectivity Rul measured along the axis of the 
crystal growth (A) and the rocking curves (B, C) for the specimen before annealing in the chlorine- 
containing atmosphere (Al, B) and after the annealing, which lasted 40 hours at 1250°C (A2, C). 
The y-ray diffraction for starting samples revealed the presence of fields of tensile strain conditioned 
by swirl defects. Annealing decreased both the integrated reflectivity and the half-width of the 
rocking curve compared to their values before annealing. This demonstrated the decrease of local 
stress in the bulk of the crystals, which is related to a decrease of the concentration of microdefects. 
The selective etching of the annealed crystal did not reveal a swirl pattern in the distribution of 
microdefects. The results show that annealing in the CCA makes it possible to diminish the 
concentration of as-grown microdefects with a swirl distribution within the thick silicon wafers. 

3.2. Influence of IPDs on the formation of structural defects during annealing of FZ-Si irradiated bv 
thermal neutrons. 
During the neutron transmutational doping of silicon, the crystals are irradiated by reactor neutrons 
with high doses. Simultaneously with the formation of doping atoms of phosphorus, radiation 
defects are created. We investigated structural defects in the FZ-Si crystals, irradiated by neutrons 
and annealed in different media, by the y-ray diffraction technique in [2]. A diffuse scattering 
caused by the defect formation was observed in the near-surface region of some crystals. After 
annealing in the argon atmosphere for four hours at 850° C, the diffuse scattering increased at the 
angles larger than the Bragg angle (Fig. 2A). This was associated with the formation of structural 
defects of an interstitial type. The formation of interstitial structural defects under the same 
conditions was observed by X-ray topography by Lang (after the specimens were saturated with 
gold and copper) and by transmission electron microscopy, too [3]. The formation of the defects 
proves that at 850 C the mechanism of generating vacancies during annealing in argon is not 
effective. 

After annealing in the CCA at 1050°C for four hours the diffuse scattering of y rays was also 
discovered. As this took place, there was an increase of the diffuse scattering intensity at angles 
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smaller than the Bragg angle (Fig. 2B), which is related to the formation of the structural defects of 
a vacancy type. The investigation of the same crystal by diffuse X-ray scattering [4] confirmed the 
defect formation of a vacancy type in the near-surface region. The angular dependence of diffuse X- 
ray scattering indicated the presence of defects of different sizes. The shape of the diffuse peak 
revealed that the defects were not spherical clusters. The diffuse y-ray and X-ray scattering made it 
possible for the first time to observe "directly" the formation of the structural vacancy defects 
related to the generation of vacancies during silicon annealing in a CCA. Thus it was established 
that the use of a CCA makes it possible to prevent the supersaturation of silicon with self- 
interstitials during postradiation annealing. 

3.3. Influence of IPDs on the diffusion of aluminium in silicon. 
The investigation of the effect of IPDs on the diffusion of impurity atoms allows one both to study 
the diffusion mechanism more thoroughly and to determine such important parameters of IPDs as 
the equilibrium diffusivity and the equilibrium concentration. We studied the diffusion of 
aluminium in silicon under conditions typical for high-voltage power device fabrication [5]. For the 
process to be conducted when the silicon was supersaturated with excess vacancies or self- 
interstitials, the diffusion was performed in nitrogen and in oxygen, respectively. The concentration 
profiles were determined by the differential conductivity technique. 

The investigation of aluminium concentration profiles under diffusion at 1250 °C for 10 - 40 hours in 
different media has shown the following: (i) The concentration profiles after the diffusion in oxygen 
are described by the Gauss function, (ii) The concentration profiles after the diffusion in nitrogen 
have a nonclassical form and cannot be adequately described by the Gaussian curve, (iii) Under 
diffusion in nitrogen the surface concentration of aluminium is 1.5 to 2 orders of magnitude higher, 
and the depth of the p-n junction is 20%-30% smaller, than for diffusion taking place in an oxidizing 
medium. 

Figure 3 shows the typical aluminium profiles after diffusion in inert and oxidizing media. 
Experimental results can be qualitatively explained in the following way: Diffusion in nitrogen is 
accompanied by the generation of excess vacancies. Their interaction with the aluminium atoms can 
be described by following reaction 

Al, + V=Als, (1) 
where A^ and Als are the aluminium atoms in their interstitial and substitutional positions. That 
leads to an increase in the concentration of the electrically active aluminium atoms in the near- 
surface region. However, since the diffusion of aluminium in silicon takes place mostly according 
to the interstitialcy mechanism [6], the undersaturation of silicon by self-interstitials during the 
diffusion in nitrogen is accompanied by the decrease of the effective diffusivity and, accordingly, 
by the decrease of the p-n junction depth compared to the diffusion in oxygen. 

We have also developed the numerical model for the diffusion of aluminium in silicon based on the 
participation of IPDs in the process. The analysis of the experimental results has shown that the 
thermodynamically equilibrium aluminium diffusivity is equal to 2x10"" cm2/s and the self- 
interstitial diffusivity corresponds to values determined experimentally from boron diffusion in 
silicon [7]. 

3.4. Influence of IPDs on the formation of deep-level centers. 
This section summarizes the results of work on deep-level center (DLC) formation which is related 
to the generation and relaxation of IPDs under the heat treatment of silicon crystals and structures 
with p-n junctions at high temperatures > 1000°C [8,9]. To generate IPDs, wafers with polished 
surfaces were annealed, or alumunium has diffused into wafers with lapped surfaces in different 
media at 1000°-1250°C for 1 to 16 hours. 
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Comparing the data for the samples after heat treatment in oxygen showed that two dominating deep 
levels El and E4 are formed with the following rates of thermal emission: e^ = 1.6x10" bT exp(- 
0.535/kT) and e4 = 1.9x10"17bT2exp(-0.277/kT), where b = 6.6xl021 cm"2 c"1 K^T is the 
temperature in K, k is the Boltzmann constant, e was measured within the range 10" -10 s" . 
Depending on the technological conditions, the concentrations of the centers were M4 = 10 -10 
cm"3andMl=(0.6-0.9)M4. 

The heat treatment of samples in an inert atmosphere or in a vacuum is accompanied by the 
formation of three DLCs with the following rates of thermal emission: 
e3 = 1.2x10"14bT2exp(-0.455/kT), e5 = 4.0x10"16bT2exp(-0.266/kT), 
e7 = 1.1x10"15bT2exp(-0.192/kT). The concentration of the dominant center (E5 or E7) is typically 
within 1012 -1013 cm"3, depending on the technological conditions. The E3 center concentration is 10 
to 50 times lower. 

Some additional experiments were carried out to confirm the above hypothesis of the IPD role in 
forming the El, E3-E5, and E7 centers. Simultaneous measurements by y-ray diffraction and 
capacitance spectroscopy showed that the El and E4 centers dominated in the DLTS spectrum in 
those samples in which, according to the data of diffraction experiments, the formation of structural 
defects of an interstitial type was observed and the E3, E5, and E7 centers dominated in those 
samples where the structural defects of a vacancy type were revealed. 

Figure 4 shows the DLTS spectra after aluminium diffusion in nitrogen (A) and oxygen (B) 
atmospheres. The aluminium impurity concentration profiles for the same samples are shown in Fig. 
3. The comparison of the data proves that vacancies play a crucial role in the formation of E3, E5, 
and E7 centers, while interstitial silicon atoms play a similar role in the formation of El and E4 
centers. 

3.5. Influence of IPDs on the formation of recombination centers in p-n structures. 
The DLCs and minority carrier lifetime parameters were measured in structures made by the 
diffusion of aluminium. The diffusion was performed at 1250°C first for 4 hours in a flow of argon 
and then for 4 to 32 hours in oxygen. The atmosphere was changed without switching off the 
furnance at the diffusion temperature [10]. Figure 5 gives the dependence of the total center 
concentration M of both vacancy and interstitial types on the duration of annealing in oxygen. These 
concentrations are normalized to the shallow donor concentration N. In the first stage (diffusion in 
argon), excess vacancies are mostly generated. If at that moment the sample is cooled to the room 
temperature, those excess vacancies lead to the formation of vacancy centers E3, E5, and E7. In the 
second stage (diffusion in oxygen), self-interstitials of Si are mostly generated, and their 
bimolecular recombination with the vacancies (which were formed in argon under diffusion ) takes 
place. With an increase of duration in the second stage, the concentration of the excess vacancies 
decreases, while the concentration of self-interstitials increases. After some time the type of 
dominating IPDs and DLCs changes. 

The dependence of lifetime on the duration of diffusion in oxygen is shown in Fig. 6. The maximum 
in this dependence can be explained in a similar way. The lifetime after diffusion in argon is 
determined by the vacancy recombination centers. The diffusion in oxygen is accompanied by the 
generation of the self-interstitials. The bimolecular recombination of the interstitials with the excess 
vacancies (which appears under the diffusion in oxygen) leads to a decrease in the concentration of 
the recombination centers and to a lifetime increase. With an increase in the duration of diffusion in 
oxygen, the type of dominating IPDs changes, and recombination centers of an interstitial type are 
formed. As their concentration increases, they begin to control the recombination process of 
nonequilibrium charge carriers; this leads to a drop in the lifetime. 
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Fig. 5. Dependence of the total 
concentration of DLCs of the vacancy (1) 
and interstitial (2) types on the duration of 
annealing in an oxygen flow. 

Fig. 6. Dependence of the minority 
carrier lifetime on the duration of 
annealing in an oxygen flow. Here TAr 
and TO2 are the lifetimes measured after 
the diffusion of Al in the argon 
atmosphere and after the subsequent 
annealing in oxygen, respectively. 

Conclusion. 
The significance of IPDs in defect formation in high-voltage power device technology has been 
demonstrated. The study of the behavior of structural defects, electrically active centers and the 
diffusion of aluminium makes it possible to investigate processes of generation and relaxation of 
IPDs and determine their parameters. The fundamentals of defect engineering in the technology of 
high-voltage power devices have been outlined.. 

Acknowledgements. 
The work was partly supported by the Russian Fund for Basic Research (Grant 96-02-17901). 

References. 
1. N. A. Sobolev, E.I. Shek, S.I. Dudavskii, and A.A. Kravtsov, Sov. Phys. Tech. Phys. 30, 842 

(1985). 
2. A.I. Kurbakov and N.A. Sobolev, Mater. Sei. Eng. B22, 149 (1994). 
3. V.V. Vysotskaya, S.N. Gorin, I.M. Gres'kov, N.A. Sobolev, T.M.Tkacheva, E.I. Shek, Inorg 

Mater. 24, 302(1988). 
4. N.A. Sobolev, A.I. Kurbakov, R.N. Kyutt, E.E. Rubinova, A.E. Sokolov, and E.I. Shek, Sov. 

Phys. Tv. Tela. 34, 1365 (1992). 
5. B.N. Gresserov, N.A. Sobolev, Yu.V. Vyzhigin, V.V. Eliseev, and V.M. Likunova, Sov. Phys. 

Semicond. 25,488 (1991). 
6. S. Mizuo, and H. Higuchi, Jap. J. Appl. Phys. 21, 56 (1982). 
7. H.-J. Gossmann, G.H. Gilmer, C.S. Rafferty, F.C. Unterwald, T. Boone, J.-M. Poate, 

H. S. Luftman, and W. Frank, J. Appl. Phys. 77,1948 (1995). 
8. N.A. Sobolev, Yu.V. Vyzhigin, B.N. Gresserov, E.I. Shek, A.I. Kurbakov, E.E. Rubinova, and 

V.A. Trunov, Diffus. Defect Data Sol. St. Data B. Sol. St. Phenomena 19-20, 169 (1991). 
9. Yu.V. Vyzhigin, N.A. Sobolev, B.N. Gresserov, and E.I. Sheck, Sov. Phys. Semicond. 25, 799 

(1991). 
10. Yu.V. Vyzhigin, N.A. Sobolev, B.N. Gresserov, and E.I. Shek, Sov. Phys. Semicond. 26,1087 

(1992). 



Materials Science Forum Vols. 258-263 (1997) pp. 1807-1812 
©1997 Trans Tech Publications, Switzerland 

INFLUENCE OF THE DISLOCATION LOOPS ON THE 
ANOMALOUS DIFFUSION OF Fe IMPLANTED INTO InP 

C.   Frigeri1,  A.  Camera2,  B.  Fraboni2,   A.   Gasparotto2, 

F.  Priolo3,  A.  Camporese4 and G.  Rossetto4 

1 CNR-MASPEC Institute, via Chiavari 18/A, 43100 Parma, Italy 
2 INFM and University Physics Department, via Marzolo 8, 35131 Padova, Italy 
3 INFM and University Physics Department, C. so Italia 57,95129 Catania, Italy 

4 CNR-ICTIMA Institute, C. so Stati Uniti 4, 35127 Padova, Italy 

Keywords:     InP,   Fe  implantation,  Fe  anomalous  diffusion,  dislocation   loops. 

Abstract. The influence of crystal defects formed upon annealing in determining the 
anomalous distribution of Fe implanted into InP has been studied by comparing 
samples submitted to single Fe implant and double Fe + P implant in the MeV energy 
range. It is shown that end of range dislocation loops, as well as interfaces of bands of 
defects, are preferential sites for gettering and accumulation of Fe. 

Introduction 

The electrical characteristics of the layers obtained by ion implantation of 
semiconductor substrates are strongly dependent on the distribution of the implanted 
dopant. For both III-V compound semiconductors [1-4] and Si [5-8] an anomalous 
distribution of the implanted dopant was observed. For Si it has been shown recently 
[5-6] that the anomalous dopant diffusion can be affected by the end of range (EOR) 
dislocation loops, that form due to the preamorphization step of Si by a non-doping 
ion, like Ge [5-6, 10] or Si itself [8], which is done prior to the implantation of the 
dopant impurity to prevent dopant channeling. The EOR loops typically form when 
the implant dose exceeds the amorphization threshold [11]. Even the loops that form 
at the a/c interfaces of buried amorphous layers upon annealing can affect the dopant 
distribution in Si [9]. 
The anomalous diffusion of the dopant in InP, as well as in other III-V compounds, 
has mostly been studied by SIMS (Secondary Ion Mass Spectrometry) that is unable, 
however, to give information on the crystal defects. For Fe implanted InP, it has 
usually been explained as due to the interaction between the implanted species and 
excess intrinsic point defects, typically P interstitials, whose density is very high at the 
depths were Fe accumulation peaks were observed [1-3]. The calculated distribution of 
excess P and In interstitials of Christel and Gibbons [12] was generally used. 
In order to clarify the relationship between anomalous diffusion and crystal defects 
associated with the implant and recovery processes in Fe implanted InP, we have 
studied samples submitted to single and double implant whose results are reported 
below. The single implant results have partially been discussed elsewhere [4,13]. 

Experimental 

Two types of implanted InP samples were investigated: 1) InP crystals with a room 
temperature single implant of 2 MeV Fe ions at a dose of 21014 cm"2, i. e. above the 
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amorphization threshold [14]; and 2) InP crystals with double implant. The latter 
samples first received a 2 MeV Fe implantation at a dose of 51013 cnr2 at 200 °C, 
followed by a room temperature implantation of P at 5 MeV with a fluence of either 
51013 cm-2 or 21014 cm"2. Annealing was performed at 650 and 750 °C for 1 or 1.5 hr in 
an MOCVD reactor under a controlled P atmosphere. Undoped (slightly n-type in the 
low 1016 cnr3 range) substrates were used. The depth distribution of the Fe dopant 
was measured by SIMS employing an oxigen primary beam. TEM, in the bright field 
and dark field modes, was used to determine the type and in-depth distribution of the 
defects. The cross sectional TEM specimens were thinned by mechanical polishing 
followed by Ar ions bombardment at liquid nitrogen temperature. 

Results 

The as-implanted layer of the sample submitted to the single Fe implant was 
amorphous. Figure 1 a) is the TEM cross-sectional image of the annealed sample 
showing the in-depth distribution of defects that consists of a band of EOR dislocation 
loops formed at the position of the original a/c interface and slightly beyond it and of 
a band of twins due to the uncomplete recovery of the crystalline state from the 
amorphous state [15]. The twin band terminated with a tangled network of 
dislocations. The bottom interface of the twin band was located at a depth of -1500 
nm, whereas the depth range of the EOR loops was between -1600 and 1800 nm. The 
majority of the EOR loops were faulted of the Frank type with b = 1/3<111>. The 
others were of the perfect type, b = 1/2<110>. All loops were extrinsic. They have 
undergone loop coarsening [10] as they increased in size and decreased in density by 
increasing the annealing temperature from 650 to 750 °C. 
The typical SIMS spectra of the as-implanted and annealed samples for the InP 
substrate with single Fe implant are given in Fig. 1 b). The SIMS profiles show that 
after annealing Fe exhibits an anomalous distribution in that it shows accumulation 
peaks. For the annealing at 650°C there is a peak at a depth of 1500 nm that splits into 
two peaks at depths of 1500 and 1700 nm, respectively, for the annealing at 750 °C. For 
the latter annealing temperature another broad peak also appears at a depth around 
-1000 nm. 
Figures 2 a) and b) are the cross-sectional TEM images of the sample submitted to 
double implant with Fe (dose 5T013 cnr2) and P (21014 cm"2), before and after 
annealing, respectively. It has been seen preliminary by us that implantation of 2 
MeV Fe at 200 °C in InP does not produce any crystal defect. The defects described in 
the following are thus only due to the implantation of P. The as-implanted sample 
contained a buried amorphous layer with the lower a/c interface at a depth of -2800 
nm. The maximum amorphization was reached close to such a/c interface, the top 
surface layer being nearly completely crystalline, as checked by selected area 
diffraction (Fig. 2 a). The top a/c interface was not well defined as the a/c transition 
was spread over a large distance. The annealed sample contained extrinsic EOR 
dislocation loops, of both Frank and perfect type, close to the position of the original 
a/c interface, i. e. in the depth range -2750-2850 nm, and a band of extrinsic loops 
from the top surface down to a depth of -2200 nm (Fig. 2 b). They are due to 
condensation of supersaturated intrinsic self-interstitials. At the bottom interface of 
this band small stacking fault tetrahedra were also detected in high density. Between 
this large band and the EOR loops large irregular dislocation loops were also seen 
(Fig. 2 b). Following Jones et al. [11] the latter loops should be shear type dislocation 
loops that have grown that large due to the shear associated with the misorientation 
of the two a/c interfaces of the buried amorphous layer when they met. Their 
location is close to the bottom a/c interface, which is consistent with the result that 
the higher degree of amorphization was detected very close to this a/c interface (Fig. 
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2a). The SIMS profiles of Fig. 3 show that after annealing there are Fe accumulation 
peaks at depths of -2200 and 2750-2850 ran, i. e. in correspondence of the bottom 
interface of the large band of loops and of the EOR loops region. 

1 2 
depth (urn) 

Fig. 1 - InP substrate submitted to single Fe implant, a) Cross sectional TEM image of the 
annealed sample, g = [220]. Bar = 0.5 |im. b) SIMS Fe profiles for the as-implanted and annealed 
samples. 

Fig. 2 - Cross sectional TEM images of the InP substrate submitted to double implant with 
Fe (dose 5-1013 cm"2 ) and P (2-1014 cm"2), a) As-implanted, b) annealed at 750 °C. g=[220]. 
Bar = 0.5 p.m. 
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The InP sample submitted to double implant with the lower P dose (Fe at 5-1013 cm"2 

+ P at 51013 cm-2) was not amorphized. Its defect structure after annealing consists of 
a band of extrinsic loops, due to the condensation of supersaturated intrinsic 
interstitials, approximately centered around the projected range of the implanted P, as 
is typical for subthreshold doses [11] (Fig. 4 a). No EOR loop was detected. The Fe 
profiles before and after annealing at 750 °C are given in Fig. 4 b). No significant 
anomalous Fe redistribution occurred after annealing. 

Fig. 3 - SIMS Fe profiles for the as- 
implanted and annealed samples of the 
InP substrate submitted to double 
implant with Fe (dose 5-1013 cm"2 ) and 
P (2-1 014 cm"2). 

2 3 
depth (|im) 

Fig. 4 - InP substrate submitted to double implant with Fe (dose 5-1013 cm"2) and P 
(5-1013 cm"2), a) Cross sectional TEM image of the annealed sample, g = [220]. Bar = 0.5 |im. 
b) SIMS Fe profiles for the as-implanted and annealed samples. 

Discussion 

For the sample submitted to single Fe implant, the striking correspondence between 
the depths of the Fe accumulation peaks and the positions of the twins band bottom 
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interface and of the region of EOR loops suggests that the anomalous diffusion of Fe 
is determined by its gettering at these extended defects. The trapping action of the 
EOR loops on the implanted dopant was recently shown by Claverie et al. for Si 
implanted with B [5-6] and has to be ascribed to the dopant gettering by the partial 
dislocations bordering the EOR loops and by the strain fields associated with the 
dislocations. Gettering by the tangled dislocations seen at the twin band bottom 
interface should be the cause for Fe trapping at this interface. 
Based on SIMS analysis only, some authors suggested another explanation for the 
anomalous diffusion of Fe, or other transition elements, similar to that shown in our 
Fig. 1 b) [1-3]. Due to the fact the depths of the SIMS peaks roughly correspond to the 
values of 0.8Rp and Rp + ARp, Rp and ARp being the projected range and straggle of 
the Fe ions in InP, respectively, the dopant accumulation peak at Rp + ARp was 
ascribed to the interaction of Fe with excess P self-interstitials that should exist at such 
depth with the highest density, according to the calculations of Christel and Gibbons 
[12]. The values of Rp, ARp, 0.8Rp and Rp + ARp in our case (2 MeV Fe ions) are given 
in Table I. The value of Rp + ARp is very close to the depth value of the EOR loops 
band. 
The evolution of the Fe profile as a function of the annealing temperature, with the 
formation of two well separated peaks at 750 °C at depths of 1500 and 1700 nm, seems, 
however, to support our conclusion that the accumulation of Fe around Rp + ARp is 
due instead to gettering at crystal defects. If the two SIMS peaks at Rp + ARp had been 
due solely to the interaction of Fe with the recoil P interstitials, only one 
accumulation peak for Fe would have formed instead of two. The interaction 
between Fe and excess P interstitials [1-3] cannot explain the double peak structure of 
the accumulation of Fe at the depth around Rp + ARp. 

Table I - Values of Rp, ARp, 0.8Rp and Rp + ARp for 2 MeV Fe in InP 

Rp 
(nm) 

ARp 

(nm) 

0.8 Rp 

(nm) 
Rp + ARp 

(nm) 

1260 350 1010 1610 

It is very likely that the broad Fe peak at lower depth (-0.8 Rp) is only an apparent 
peak, its formation being due to the depletion of Fe at greater depths, because of the 
gettering at the twins band bottom interface and EOR loops, rather than to a real 
accumulation of Fe. Since at the depth of 0.8 Rp the maximum implantation damage 
occurs [1-3,10], this peak was ascribed to the trapping of Fe at such damage [1-3]. This 
hypothesis cannot be ruled out completely. 
The double implant experiments conclusively show that the anomalous diffusion of 
Fe is affected by gettering at crystal defects, especially EOR loops. The distribution of 
the implanted Fe is the same as in the single implant experiments since 2 MeV Fe 
ions were used. The P implant at 5 MeV with the dose above the amorphization 
threshold created EOR loops much deeper than the original distribution of Fe (Figs. 2- 
3). The Fe peaks in the SIMS spectrum after annealing are again in correspondence of 
the EOR loops band and of the bottom interface of the large band of loops extending 
from the top surface to a depth of -2200 nm. The depths of the Fe peaks are 2.22 Rp 

and 1.75 Rp, respectively, with Rp the projected range of Fe at 2 MeV. This fact along 
with the absence of an Fe peak at the depth of Rp + ARp, where excess P interstitials 
due to Fe implantation at 2 MeV are expected to be present in high density [12], 
should rule out the possibility that Fe accumulation is due to the interaction with 
excess P interstitials. It might be the Fe peak at -2200 nm, i. e. at the bottom interface 
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of the large band of loops, is partially also due to Fe gettering at the stacking fault 
tetrahedra present at this interface. The absence of any significant Fe accumulation 
peak in the double implant sample with the lower dose of P (51013 cm"2), where EOR 
loops do not exist, confirms that the formation of anomalous Fe accumulation peaks 
is strongly affected mostly by the Fe gettering at crystal defects. 
Very likely the Fe anomalous diffusion can also be determined by the enhanced Fe 
diffusivity in the EOR loops region, as suggested for Si [5-8]. The formation of the 
EOR loops and the continuous exchange of interstitials between them during the 
coarsening process is expected to help to maintain a supersaturation of self- 
interstitials in this region. Such interstitials may enhance the Fe diffusivity. The 
comparison between Fig. 3 and Fig. 4 b), showing that the amount of displaced Fe is 
greater in the double implant sample with the higher P dose (Fig. 3), which is 
expected to contain a higher density of self-interstitials, with respect to the sample 
with the lower P dose (Fig. 4 b), would support this conclusion. The increase of Fe 
diffusivity for increasing density of (In) self-insterstitials may be possible if Fe diffuses 
by either a substitutional-interstitial kick-out reaction or an interstitialcy mechanism, 
as for both of them the diffusion coefficient increases for increasing density of 
intrinsic self-interstitials [16]. The former reaction is more likely to take place as it was 
found to be dominating for many substitutional p-type dopants in III-V compounds 
[16,17]. 
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Abstract. Diffusivity studies on Li in GaAs, where high concentrations of lithium have been intro- 
duced into undoped n-type starting material, reveal that diffusion of Li is trap-limited due to formation 
of complexes containing Li and native defects. The same defect complexes are found in Li-doped 
semi-insulating starting material and in p-type GaAs:Zn as well after passivation of the Zn acceptors. 
In partially Li-passivated Zn-doped starting material the Li is found predominantly in Li-Zn complexes 
which have a relatively low binding energy. In this case, the trapping effect is weak and the lithium 
exhibits high diffusivity. Using infrared absorption and positron lifetime measurements we investi- 
gate complexes of Li atoms and native defects which are formed in the Li-diffusion process. We 
observe significant VGa and GaAs concentrations in the samples and demonstrate enhanced concentra- 
tion of these native defects upon heat treatment. We show that Li also forms complexes with these 
native defects at low diffusion temperatures. 

Introduction 
Lithium, like hydrogen, exhibits a strong tendency to form complexes with other impurities and native 
defects when migrating in crystals. In such cases, the diffusion kinetics are largely affected by the 
binding energy of the complexes in question. A 1.0-eV activation energy for diffusion of Li in GaAs, 
sometimes cited as intrinsic in the literature, e.g. [1, 2], was determined by Fuller and Wolfstirn [3] 
near the solubility limit of Li in GaAs, [Li] = 10" cm"3. This value is evidently too high to represent 
the intrinsic diffusivity; lithium is found to diffuse readily even below room temperature and recent 
measurements yielded a 0.85 eV dissociation energy of Li-Zn complexes [4], defining an upper limit 
for the intrinsic migration energy of Li. 

Fuller and Wolfstirn [3, 5] investigated in-diffusion of Li to the saturation limit in GaAs at 800 °C and 
a subsequent out-diffusion by heat treatment. Starting materials were undoped n-type GaAs, S-doped 
(= 1017 cm"3) and Te doped ( = 1018 cm"3) GaAs.  The authors suggested that Li was introduced as 
Li*L%~ pairs during diffusion. While this simple model has not been verified by localised-vibra- 
tional-mode (LVM) experiments, Levy and Spitzer [6] reported LVM bands originating from five dif- 
ferent Li-complexes, a donor, an acceptor and up to three neutral complexes in originally undoped 
GaAs after Li diffusion at high temperatures. All of these were attributed to two or more Li atoms 
associated with native defects of unknown origin. 

This paper presents results of low-temperature reverse-bias and zero-bias annealing experiments on 
Li-rich undoped GaAs starting material and lightly Li-doped p-type GaAs. Charge density profiles 
are monitored during reverse-bias annealing, yielding dissociation energies of defect complexes. 
Similar measurements during zero-bias annealing give information about the activation energies for 
trap-limited diffusion in the different materials. In p-type GaAs:Zn with low Li concentration, the 
pairing interaction is weak enough to allow determination of the intrinsic diffusivity. Conversely, in 
the Li-rich samples we find that the lithium diffusion is strongly trap limited. LVM measurements 
indicate that the migration is governed by pairing interactions with native defects. Positron annihila- 
tion experiments, performed in order to identify these defects, reveal significantly enhanced VGa and 
GaAs concentrations both in as-diffused samples and after heat treatment. 

Experimental 
All starting materials were grown by the horizontal Bridgman method. For electrical measurements, 
nominally undoped GaAs (n300 = 1 x 1016 cm"3) and Zn-doped GaAs (p300 = 4 x 1016 cm"3) were used. 
Fourier transform infrared (FTIR) absorption measurements were carried out on several starting mate- 
rials ranging from heavily Zn-doped p-type to nominally undoped n-type and semi-insulating starting 
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Fig. 1. Charge density profiles in Li-rich undoped GaAs 
during reverse-bias annealing at 410 K. Measurements 
were performed at 270 K after rapid cooling of the sample. 

Fig. 2. Arrhenius plots of reactivation frequencies in Li- 
rich undoped GaAs and lightly Li-doped p-type GaAs:Zn 
materials. Activation energies are indicated in the figure. 

materials. Li diffusions were made using open-tube diffusions as described elsewhere [7]. 
Schottky diodes were formed on p-type material by evaporating 1000 Ä thick aluminium dots of 
diameter 1 mm on the sample surface. Gold dots of similar dimensions gave Schottky diodes on n- 
type material. Ohmic contacts were made by welding Zn- or Sn-coated gold wire to the surface of p- 
and n-type samples, respectively. Annealing experiments were carried out in vacuum using a Joule- 
Thompson refrigeration system. C(V) profiles were measured using a 1 MHz Boonton 72B differen- 
tial capacitance meter. FTIR measurements were performed using DA3+ and DA8 Bomem interfer- 
ometers equipped with a globar light source and mylar-Si beam splitters. The transmitted light was 
detected with a bolometer. Samples were cooled in a continuous-flow cryostat at 6 K. Positron life- 
time measurements were performed and analysed at Helsinki University of Technology, as described 
in Ref. 8. 

Reverse-bias  annealing 
Reverse-bias annealing of Schottky diodes was carried out using the method of Zundel and Weber 
[9]. Samples from nominally undoped starting material which remained n-type after Li diffusion 
exhibited high thermal stability, and the charge density profiles were unchanged after reverse-bias 
annealing at temperatures up to 200 °C. We conclude that the compensating Li acceptor resides in 
stable configurations, either substituting for Ga or forming acceptor complexes of LiGa, Li; and native 
defects. In p-type starting material containing Li, however, significant charge transfer is observed 
after annealing under bias. This behaviour has been attributed to electric-field drift of Li+ [4]. 

Figure 1 shows charge concentration profiles measured in undoped GaAs starting material, converted 
to p-type by Li-diffusion at 500 °C for 20 hours. The Hall hole concentration at room temperature 
was 2 x 101 cm"3 and the Li concentration deduced from SMS measurements of similar samples was 
around 1017 cm"3 [10]. Profiles were recorded after successive reverse-bias conditions followed by 
rapid cooling down to the measurement temperature. Annealing temperatures were in the range 390- 
455 K. After zero-bias annealing at 460 K for 30 minutes initial conditions were restored in the 
sample. The reactivation frequencies which describe the thermal dissociation of the passivated nega- 
tive centres [9] are given in the Arrhenius plot in Fig. 2, from which the dissociation energy Ed = 1.19 
± 0.03 eV is deduced. Also shown are the reactivation frequencies measured in Li-passivated 
GaAs:Zn which give the much lower dissociation energy Ed = 0.85 ± 0.02 eV, attributed to the disso- 
ciation of Li-Zn complexes [4]. 
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Fig. 3. Charge concentration profiles in Li-rich undoped 
GaAs material during zero-bias annealing. Initial curve was 
created under 2-V reverse bias at 420 K for 3 hours. Profiles 
were measured at 270 K after rapid cooling of the sample. 

Fig. 4. Arrhenius plots showing effective diffusion coef- 
ficients of Li in Li-rich undoped GaAs and lightly Li- 
doped Zn-doped starting material. The solid line repre- 
sents a calculation of the intrinsic diffusivity in the 
latter. Open squares are taken from Ref. 3. Dotted lines 
represent effective diffusivity [12]. 

Zero-bias annealing 
The charge density profile was monitored during zero-bias annealing at different temperatures. Figure 
3 shows the restoration of the equilibrium profile after a step had been created in the charge density 
profile with prolonged reverse-bias annealing. The step disappears after several hours at 420 K as 
shown in the figure. The effective diffusivity of Li is determined from the zero-bias profiles as 
described in detail elsewhere [11]. Diffusion coefficients are shown on an Arrhenius plot in Fig. 4. 
Results of the high-temperature diffusion experiments of Fuller and Wolfstirn [3] are included in the 
figure. The activation energy for diffusion determined for the Li-rich undoped starting material is 
1.20 + 0.03 eV. This value agrees with the complex dissociation energy derived from the reverse- 
bias annealing, indicating that in this material the diffusion behaviour is independent of the intrinsic 
diffusivity of Li and is governed by defect interactions. We note that the high-temperature diffusion 
data of Fuller and Wolfstirn agree fairly well with our measurements in strongly Li-doped samples. 
Exact agreement is not expected since the trapping process is predicted to depend on the concentration 
of Li and native defects in the material. 

There is a frequently expressed concern that the strong electric field present in the depletion region of 
a junction affects the dissociation energy deduced from reverse-bias measurements. Dissociation 
energies determined from our reverse-bias and zero-bias annealing data agree to within error, and no 
significant high-field lowering of the complex dissociation energy takes place. It should be noted, 
however, that particularly low values of reverse bias, 1.5-2.0 V, were used in this work. 

The intrinsic diffusion coefficient 
In the case of partially passivated Zn-doped starting material, an activation energy of 0.75 ± 0.02 eV 
was determined from the diffusivity data of Fig. 4. This value deviates from the 0.85 eV dissociation 
energy measured in the Li-passivated GaAsiZn, indicating that the diffusivity is not controlled exclu- 
sively by complex formation and dissociation. Given this and using the expression for the effective 
diffusivity from Zundel and Weber [12] we can calculate the intrinsic diffusivity Dt. The calculation 
yields D: = D0 exp(-Em/kT) with Em = 0.67 ± 0.02 eV, as illustrated by the solid line in Fig. 4 [11]. 
For details of the analysis see Leosson and Gislason [11]. In the Li-rich material it is clear from Fig. 
4 that the impurity migration is controlled by the 1.20 eV complex dissociation energy. Using the 
effective diffusivity in the strong trapping limit, one obtains a good fit to the experimental data by 
assuming a concentration of trapping centres around 4 x 10     cm"3.    In this limit, the effective 
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Fig. 5.   FTIR absorption spectra of localised modes in 
GaAs. Curve A was measured in Li-diffused Zn-doped 
GaAs, but curve B in Li-diffused, undoped s.i. material. 

Fig. 6. Temperature variation of the positron lifetime in 
a GaAs:Zn reference sample, the same material after Li- 
diffusion at 800 °C and finally after a subsequent heating. 

diffusivity is independent of Di as pointed out above and no information about the intrinsic diffusivity 
in this temperature range can be obtained from the experimental data. 

Native defects in strongly doped GaAs:Li 
We now focus on the nature of the defects which are created by the diffusion of lithium into undoped, 
n-type, p-type and semi-insulating GaAs starting material. Curve A of Fig. 5 shows the Li-related 
LVM spectrum of GaAs:Zn co-doped with Li at 850 °C which gives a lithium concentration similar to 
the concentration of the Zn acceptor (p = 1.4 x 1019 cm"3). Under these conditions, the p-type samples 
are highly resistive through passivation of the Zn acceptors by Li [10]. The vibrational modes at 340, 
361, 377 and 405 cm"1 are attributed to neutral complexes of Li and Zn [10, 13]. As long as the Zn 
concentration exceeds that of Li, only these four peaks are present. Higher Li concentration makes 
the four Li-Zn peaks gradually disappear while five new LVM peaks appear, at 328, 365, 379, 384 
and 421 cm"1. This LVM spectrum was previously observed by Levy and Spitzer [6] in originally un- 
doped GaAs although relative peak intensities vary between samples. Weaker peaks appear as well 
but will be ignored here. Note that the 379 cm'1 peak is already present in curve A, while the others 
are absent. In early work [6] the 379 cm'1 peak (being strongest in p-type starting material) was 
assigned to a Li related donor complex. The same five peaks also appear after Li diffusion of n-type 
and semi-insulating starting materials. Curve B of Fig. 5 shows this spectrum in a semi-insulating 
starting material after Li-diffusion at 850 °C. On account of its relative strength in n-type starting 
material the 365 cm"1 peak was attributed to an acceptor complex involving Li. The three remaining 
peaks were attributed to neutral defect complexes. 

Heavy lithium doping of all GaAs starting materials makes the samples semi-insulating with a strong 
Li-related localised vibrational mode spectrum resembling curve B. The Hall mobility of free carriers 
always decreases in samples with the appearance of the five Li-related localised vibrational modes. 
Evidently, self-compensating Li-related donor and acceptor complexes are formed at high lithium 
doping levels, in agreement with the LVM results. These impurities act as effective scattering centres 
for the charge carriers when ionised, thereby reducing the free carrier mobility. Mixed isotope doping 
experiments suggest that all of the five above complexes, responsible for the Li-related absorption 
peaks in curve B, involve two or more Li atoms in addition to native defects of unknown origin [6]. 
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Table I.   Concentration of Ga vacancies and Ga antisite defects in different types of GaAs starting 
materials as determined by positron annihilation measurements. 

Sample/ Li cone. Carrier cone. Vacancy cone. Negative ion 
treatment [cm3] [cm3] [cm'3] cone, [cm3] 

A.    High doping level 
GaAs:Zn reference none p= 1 x 1017 < 1 x 1015 not detectable 
Li: 800 °C = 1019 highly resistive 3.0 x 1016 3.7 x 1017 

annealed 400 °C = 1016 p-type conducting 1.3 x 1017 6.5 x 1017 

GaAs:Si none n = 2xl016 < 2 x 1016 < 2 x 1017 

Li: 800 °C = 1019 highly resistive 2.4 x 1016 1.4 x 1017 

annealed 400 °C = 1016 p-type conducting 1.0 x 1017 3.5 x 1017 

GaAs: undoped none semi-insulating 1.4 x 1016 7.0 x 1016 

Li: 800 °C = 1019 highly resistive 1.4 x 1016 7.0 x 1016 

annealed 400 °C = 1016 p-type conducting 2.2 x 1016 1.0 x 1017 

B.   Low doping level 
1 GaAs undoped none semi-insulating 1.2 x 1016 5.0 x 1016 

2 Li400°C 2 x 10'5 semi-insulating 1.2 x 1016 5.0 x 1016 

3 Li400°C/40h 5 x 1015 highly resistive 2.6 x 1016 1.0 x 1017 

4 Li500°C/20h 5 x 1016 p = 1 x 1016 0.8 x 1016 2.5 x 1016 

5 #4 ann.400°C 2 x 1016 p = 2xl016 4.2 x 1016 4.5 x 1017 

In order to identify the native defects in strongly Li-doped and heat-treated GaAs we performed posi- 
tron lifetime measurements on different kinds of Li-diffused starting materials. We investigated 
strongly Li doped samples from n-type GaAs:Si, p-type GaAs:Zn and undoped semi-insulating GaAs 
starting materials on the one hand. On the other hand, we measured weakly Li doped semi-insulating 
starting material. Figure 6 shows the temperature variation of the positron lifetime in GaAs:Zn start- 
ing material, GaAs:Zn Li-diffused at 800 °C, and finally the latter sample annealed in As-saturated Ga 
melt at 400 °C. The latter two are typical of increased negative vacancy concentration since the aver- 
age positron lifetime is longer than the one in as-grown samples. However, the decreased lifetime at 
low temperatures is indicative of negative ions which bind the positrons at temperatures below 150 K 
corresponding to a binding energy around 50 meV. Table I summarises the analysis of the positron 
lifetime measurements interpreted in terms of a defect containing a monovacancy and a negative ion 
containing no open volume. We suggest that the former is the VGa acceptor or an acceptor complex 
including a Ga vacancy and the latter the double GaAs acceptor. The VGa acceptor complex may 
include the GaAs acceptor, while the defect acting as a negative ion does not include vacancies. From 
the table we conclude that Li doping at 800 °C acts to increase the concentration of both VGa and GaAs. 
It is obvious, however, that the Li concentration is not directly correlated to that of native defects. 
Instead the removal of lithium from the bulk enhances the latter. This is evident for all three starting 
materials in Table IA. Fuller and Wolfstirn observed that all Li-doped originally n-type samples 
showed p-type conductivity after heat treatment which removed the lithium [3, 5]. The undoped 
starting material exhibited 1017cm"3 < p < 1018cm"3, while the n-type starting materials showed similar 
values, which corresponds to a higher acceptor concentration. The acceptors were found to be readily 
removed from the undoped samples at 800 °C and suggested to be Ga vacancies. Similarly, we 
observe strongly enhanced p-type conductivity in all Li-diffused starting materials after heat treatment 
at 400 °C, with hole concentrations up to 10 cm3. In p-type starting materials, in particular, the final 
hole concentration is not related to or limited by the original shallow doping. 

Native defects in weakly doped GaAs:Li 
Photoluminescence (PL) bands at 1.34 and 1.45 eV are observed after Li diffusion of n-type GaAs 
between 400 and 600 °C [14]. Both bands are present in Li-doped semi-insulating starting materials 
as well but the 1.34 eV band is usually weak. In an earlier communication [15] we reported sharp PL 
lines at 1.508 and 1.510 eV which appear in semi-insulating GaAs starting material at low lithium 
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Table II. Concentration ofVGa and GaAs in Li-doped semi-insulating GaAs listed in order of intensity 
of bound exciton lines at 1.508 and 1.510 eV relative to other spectral features in the samples. 

Intensity of 1.508 and 1.510 eV bound exciton lines —> 

Sample number #1 #4 #2 #3 #5 
BE line-intensity no lines no lines weak strong very strong 

Li concentration [cm'3] none 5.0 x 1016 2.0 x 1015 5.0 x 1015 2.0 x 1016 

Vca concentration [cm"3] 1.2 x 1016 0.8 x 1016 1.2 x 1016 2.2 x 1016 4.2 x 1016 

Ga^ concentration [cm3] 5.0 x 1016 2.5 x 1016 5.0 x 1016 1.0 x 1017 4.5 x 1017 

doping levels. The lithium diffusions were made at temperatures between 350 and 500 °C for periods 
of time ranging from a few hours to 40 h. The bound exciton lines were found to disappear for high 
lithium concentrations in the samples. PL bands with energies 1.34 and 1.45 eV have also been 
observed by Yu et al. after heat treatment of n-type samples at a much higher temperature than the Li 
diffusions, or 950 °C [16]. These authors assigned both PL bands to the two levels of an intrinsic 
VGa-GaAs double acceptor. This heat treatment also gave rise to a pair of sharp lines at 1.508 and 
1.510 eV which the authors associated with the same acceptor levels [16]. It was concluded in Ref. 
15 that the two pairs of bound exciton lines were identical. However, it was pointed out that the lines 
appear in lithium-diffused samples at much lower temperatures than after annealing in vacuum [16]. 
Also, the relative intensity of the BE lines is greater in Li-doped samples. Table IB summarises the 
results of positron lifetime measurements for the semi-insulating starting materials after Li-diffusion at 
moderate temperatures while Table II presents the same results in order of increasing intensity of the 
BE lines. 
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The bound-exciton line intensity is found to be correlated to the concentration of VGa and GaAs but 
independent of the Li concentration. This is particularly obvious for samples #4 and #5.   Figure 7, 
curve A, shows the PL spectrum of sample #4  (made from a semi-insulating starting material by Li- 
diffusion at 500 °C for 20 h) in which no bound 
exciton lines can be detected at 1.508 and 1.510 eV. 
Annealing of sample #4 at 400 °C for 2 hours, 
however, gives rise to strong BE lines as shown for 
sample #5  in  Fig  7,   curve   B.   The   annealing 
strongly increases the concentration of VGa and in 
particular GaAs while the Li concentration decreases 
as listed in Table II. 

Model for the vacancy formation 
Growth of GaAs under Ga-rich conditions is known 
to enhance the formation of arsenic vacancies, VAs. 
In samples containing a high concentration of VAs 
the VGa-GaAs pair is likely to be created by a single 
gallium atom hop into the arsenic vacancy, VAs -> 
VGa+ GaAs. Theoretical calculations by Baraff and 
Schlüter [17] suggest that its formation energy is 
positive in p-type crystals but negative in n-type 
crystals. Moreover, the binding energy of the 
VGa-GaAs pair is lower in n-type crystals than p-type 
[17]. Hence, the GaAs antisite is expected to domi- 
nate over the VGa in Ga-rich ambience, at least when 
the Fermi level is mid-gap or higher. In p-type 
crystals, on the other hand, one might expect the 
VGa-GaAs pair to be stable. Significant concentra- 
tions of VGa and GaAs are present in the samples after 
Li diffusion at 800 "C into different kinds of start- 
ing material and subsequent heat treatment at 400 °C. 
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Fig. 7. PL spectra of semi-insulating GaAs starting 
material, Li-diffused at 500 °C, before (curve A) and 
after (curve B) heat treatment at 400 °C. BE lines at 
1.508 eV and 1.510 eV appear after the latter. 
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From Table I we note that GaAs is favoured in all of the starting materials under these conditions. The 
strongest GaAs concentration is found in the p-type GaAs:Zn starting material, which might seem to 
contradict the above considerations. However, LVM measurements show that complexes of Li and 
native defects are not formed until full passivation of acceptors has taken place for Zn concentrations 
as high as 1019 cm"3. Although the passivated complexes are not stable at 800 °C the material is semi- 
insulating by means of charge compensation when the Li diffusion promotes the formation of GaAs. 
The VGa concentration is enhanced as well, in fact it always seems to follow the GaAs concentration at 
a level around a decade lower. This type of correlation is not an artefact of the analysis, since it is not 
generally observed [8]. The above analogy with Ga-rich growth conditions is brought about by the 
fact that our Li diffusion is performed in a Ga melt, thus resembling LPE conditions. However, at the 
low and intermediate diffusion temperatures employed, the high activation energy for Ga self- 
diffusion in GaAs severely limits the concentration of G^ in the bulk. Instead, we propose the 
following sequence of events to explain our observations. The presence of Li in the Ga melt in the 
diffusion process ensures a large concentration of rapidly migrating positively charged Li;+ donors in 
the GaAs bulk. It is well known that the formation energy of oppositely charged pairs is lower than 
that of isolated charged species, see e.g. [17]. In view of the well known tendency of Li* to 
passivate acceptors in GaAs we suggest that the formation of passive complexes involving interstitial 
Li donors and VGa acceptors as well as Li donors and GaAs acceptors is energetically favourable. We 
hesitate to postulate a similar enhancement of VAs donors through interaction with negative interstitial 
Li acceptors if they exist, since we have never observed signs of negatively charged mobile Li ions. 
However, the participation of the substitutional LiGa acceptor in the above complexes is by no means 
excluded. In fact, we suggest that combinations of VGa, GaAs, LiGa and Lij and perhaps other defects 
account for the five complexes of Li and native defects which give rise to the LVM spectra of curve B 
in Fig. 5. 

Annealing at 400 °C releases the lithium from the defect complexes, leaving VGa and GaAs in 
abundance in the lattice, isolated or as complex defects. These defects are detected in our positron 
measurements as enhanced negative vacancy and negative ion concentrations. The fact that we always 
observe a much lower VGa concentration than GaAs concentration may be caused by the Ga vacancy 
being more unstable than the Ga antisite, as described by the reaction VGa -> AsGa + VAs [17]. The 
presence of Li during heat treatment may be claimed to enhance the VGa and GaAs concentrations from 
two points of view. First, heat treatment alone at 400 °C would not produce these defects. Second, 
heat treatment at 800 °C under Ga-rich conditions should, if anything, reduce the vacancy concentra- 
tion. Therefore it is the presence of the ionised interstitial Li+ donors strongly interacting with the 
negatively charged VGa and GaAs acceptors which stabilises these acceptors. We point out that 
reference samples annealed in Li-free Ga melt at 800 °C do not exhibit increased hole conductivity. 
For example, annealing of the semi-insulating starting material of Table IA neither produces p-type 
conductivity nor any signs of the LVM spectrum in curve B of Fig. 5. Most samples show increased 
vacancy and antisite concentrations already after the Li diffusion step alone, a fact which only 
illustrates that a fraction of the complexes avoids being neutralised by Li during the rapid quenching 
process. 

Finally we emphasise the results from Table IB that Li diffusion at 400-500 °C also creates VGa and 
GaAs. In this case we know that annealing alone neither gives the observed hole conductivity nor the 
bound exciton lines attributed by Yu et al. [16] to the VGa-GaAs pair. Our experiments do not contra- 
dict the excitons being bound to defects involving VGa or GaAs. As pointed out earlier, however, we 
do not find it likely that the bound excitons both originate from the same double acceptor [15]. We 
also emphasise that sample #4 which shows hole conductivity already after the Li diffusion 
(presumably caused by the Li) also exhibits a reduction of both VGa and GaAs concentrations. This 
supports the view that their formation is energetically less favourable in p-type samples. 

Conclusions 
The intrinsic diffusion coefficient rarely characterises the migration of Li in GaAs due to its strong 
tendency to react with other defects. We have demonstrated that in highly Li-doped materials com- 
plexes containing several Li atoms are formed which strongly impede the migration of Li through the 
crystal. In our samples a fraction of the lithium can be released from such complexes after sur- 
mounting a dissociation energy of 1.20 eV, the majority of the Li atoms being more strongly bound. 
We have observed significant VGa and GaAs concentration in samples containing these complexes and 
demonstrated enhanced concentration of these native defects upon heat treatment. We conclude that Li 
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forms complexes with these native defects in n-type and semi-insulating starting materials and in p- 
type GaAs:Zn material as well after complete passivation of the Zn acceptors. 

In Li-passivated GaAs:Zn, FTIR measurements show that lithium is mainly paired with the Zn accep- 
tors while at low doping levels there is only minimal indication of the association of Li with native 
defects. After complete passivation of the acceptors, however, complexes of Li and native defects are 
formed in a similar way as holds for other starting materials. The pairing interaction between Li and 
Zn is much weaker than that observed in Li-rich material and the original acceptor concentration is 
easily recovered in ion-drift measurements in the electric field of a Schottky diode. The activation 
energy for the effective diffusion coefficient is lower than the measured dissociation energy in this 
case, which illustrates that the pairing interaction is not limiting the diffusion kinetics. Values of the 
intrinsic diffusivity were determined from the effective diffusivity in this system. We maintain that 
this data gives the most accurate expression available in the literature for the intrinsic diffusion 
coefficient of interstitial lithium in GaAs. 
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Abstract. The properties of chlorine and fluorine atoms in GaAs, such as stable configurations, 
migration paths, charge-state effects, and interaction with dopant atoms are investigated using first- 
principles total-energy calculations. The stable charge state of an isolated halogen atom is determined 
as a function of the Fermi energy. We have found that the Cl and F atoms exhibit quite different 
behaviors. The Cl atom occupies preferentially the bond-center site of a Ga-As bond in the positive 
charge state, whereas the F atom tends to occupy the tetrahedral interstitial site in the negative charge 
state. In the Si-doped GaAs, the F atom passivates Si donors more effectively than the Cl atoms. 

I. Introduction 

The reaction and diffusion of halogen atoms in the bulk semiconductor and the near-surface region is 
of great importance for various processes in device fabrication such as chemical etching of GaAs by 
chlorine [1]. Recently, the thermal degradation of AlInAs/GalnAs system is reported to be due to the 
diffusion of fluorine atoms from the surface into the Si-doped AlInAs layer [2]. It is suggested that 
the fluorine atoms diffusing into the AlInAs layer form complexes with the Si donor atoms and 
electronically passivate them [2]. It is noted that the thermal degradation is peculiar to the AlInAs 
ternary system. 

A great deal of effort has been devoted to the behavior of hydrogen atoms in elemental [3,4] or 
compound semiconductors [5]. The features of stable configurations and charge states of H atoms are 
well understood. It is found that the doping condition of the bulk semiconductor has a profound 
effect on the behavior of H atoms. The H atom is likely to be in the positive charge state at the bond 
center site for p-type doping and in the negative charge state at the tetrahedral interstitial site in n-type 
materials. On the other hand, little is known about the properties of halogen atoms. In this paper, we 
present first-principles total-energy calculations for the properties of chlorine and fluorine atoms in 
the GaAs bulk, such as stable configurations, migration paths, charge-state effects, and interactions 
with Si donor atoms. It is found that the Cl and F atoms exhibit quite different behaviors. 

II. Calculation methods 

The calculations are performed within the local density functional formalism [6] using the 
pseudopotential approximations. We employ the norm-conserving fully separable pseudopotentials 
for Ga, As, and Cl atoms [7], and use the ultrasoft one for F atom [8]. The pseudo wavefunctions are 
expanded in terms of a plane-wave basis set. The cutoff energy of the basis is 7.29 Ry for Cl and 
20.25 Ry for F impurities. Four special k points are employed to sample the primitive Brillouin zone. 
The total energy functional is minimized with respect to both the plane-wave coefficients of the 
occupied orbitals and the ionic degrees of freedom by using the conjugate gradient technique [9]. 

An isolated Cl and F atoms in the bulk GaAs are modeled using the supercell geometry containing 
32 and 16 GaAs units, respectively. The 64-atom supercell and the energy cutoff of 7.29 Ry for the 
Cl atom are sufficient to achieve the convergence of energy differences within 0.1 eV. Similar 
convergence is obtained for the F atom by the 32-atom supercell and the cutoff of 20.25 Ry. The 
total-energy calculations are performed for various positions of the halogen atom in the supercell, 
some of which are shown in Fig. 1. For each position, all surrounding Ga and As atoms are fully 
relaxed in order to find the minimum-energy configuration. 
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Figure.1: Relevant interstitial sites 
for a halogen atom in GaAs: BC the 
bond center site, T the tetrahedral site 
(the subscript Ga and As indicate the 
first-nearest-neighbor atom), H the 
hexagonal site, AB the antibonding 
site, C the site defined as the center of 
the rhombus formed by three adjacent 
atoms and the nearest T site. 

III. Results and discussions 

Stable  configurations. 
Here, we examine the stable configurations of an isolated Cl atom in bulk GaAs, in the positive, 
neutral, and negative charge states. For the case of the negatively charged Cl (Cl") atom, the lowest- 
energy position is the tetrahedral interstitial Tea site which has Ga atoms as the nearest neighbors. 
The equilibrium configuration of the Cl" atom at the Tea site is shown in Fig. 2, together with the 
contour plot of the calculated valence charge density. The host lattice atoms relax little in the vicinity 
of the Cl atom at the Tea site. The Cl-related energy levels at the Tea site are buried deep in the GaAs 
valence band, and thus the Cl atom is inevitably negatively charged at the Toa site. The other 
tetrahedral TAS site surrounded by four nearest neighbor As atoms is 0.9 eV higher in energy, 
compared with the Tea site. This is because the Cl" atom prefers to have the less electronegative Ga 
atoms as the nearest neighbors. The hexagonal (H) interstitial site is slightly lower in energy than the 
TAS site. It is noticeable that the bond center (BC) site is only 0.1 eV higher in energy than the Tea 
site. 

The positively charged Cl (Cl+) atom prefers the region of high electron density in bulk GaAs and 
interacts strongly with the lattice atoms. The lowest-energy position for the Cl+ is the buckled bond 
center (BC) site, which bridges two neighboring Ga and As atoms. These Ga and As atoms have to 
moveoout over an appreciable distance, as shown in Fig. 3. The Ga-Cl and As-Cl bond lengths are 
2.17 A and 2.32 A, respectively. The Ga-As distance is 4.08 A, much longer than the Ga-As bond in 
bulk GaAs. The Ga-Cl-As bond is largely buckled with an angle of 132°. The Cl atom forms strong 
covalent bonds with the nearest neighbor Ga and As atoms. The Cl-related bonding states are buried 
deep in the GaAs valence band, and the antibonding states lie in the conduction band, which are 
empty. The Cl atom at the BC site behaves like a donor impurity in GaAs. The low-density region 
including the Tca, TAS, and H sites is more than 1.8 eV higher in energy, compared with the BC site. 
The neutral Cl (Cl°) atom exhibits the features similar to the case of Cl+, having the BC site as the 
lowest-energy position. 

The stable configurations of a F atom in GaAs are considerably different from those of the Cl 
atom. There are two almost degenerated lowest-energy configurations for the negatively charged F" 
atom, that is, the Tea site and the antibonding ABoa site which has a Ga atom as a nearest neighbor. 
The ABoa site is not stable for the Cl atom. This arises from the difference between the Ga-Cl and 
Ga-F bond lengths., At the ABoa site, the Ga-F bond length is 1.87 A and the Ga-As backbond is 
elongated to 2.74 A. The T\s and H sites are about 0.9 eV higher in energy. The lowest-energy 
position of the positively charged F+ atom is the BoC site, similar to the Cl atom. At the BC site, the 
Ga-F and As-F bond lengths are 1.79 A and 1.87 A, respectively. The angle of the Ga-F-As bond is 
178°, which is compared with the Ga-Cl-As angle of 132° at the BC site. The F atom induces the 
formation of a three-center bond at the BC site, and an energy level appears in the band gap of GaAs. 
The Tea and ABoa sites are 0.4 eV higher in energy than the BC site. The TAS site is 1.3 eV 
unstable. 
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Figure 2: Contour plot of the calculated 
valence charge density in the (1-10) plane 
for the Cl" atom at the Tea site in GaAs. 
Filled, open, and dotted circles denote 
Ga, As, and Cl atoms, respectively. 

Figure 3: Contour plot of the calculated 
valence charge density in the (110) plane 
for the Cl+ atom at the bond center (BC) 
site. 

Fermi-level dependence. 
We determine the lowest energy state of the halogen atom in GaAs by calculating the relative energies 
of the different charge states. These relative energies depend on the position of the Fermi level, with 
which electrons are traded in order to alter the charge state of the halogen atom. Figure 4 presents the 
formation energy of the different charge states of Cl in GaAs as a function of the Fermi energy. 
When the Fermi level is situated at the top of the valence band, the lowest-energy state is the 
positively charged C1+ in the BC site. At the bottom of the conduction band, on the other hand, there 
are two almost degenerated low-energy configurations, that is, the Tea and the BC sites. The BC site 
is only 0.10 eV higher in energy than the Tea site. It is shown in Fig. 4 that the Cl atom prefers the 
positive charge state at the BC site in almost the whole region of the Fermi level, in spite of its high 
electronegativity. The positive charge state of the Cl atom in GaAs is favored because the Cl atom 
forms strong bonding to the nearest neighbor Ga and As atoms. These strong bonding is not formed 
in the low-density region such as the Tea and the H sites. 

The charge state of the F atom in GaAs quite differently depends on the Fermi-level position, in 
comparison with that of the Cl atom. The F atom prefers the negative charge state at the Tea or ABoa 
site, except for the Fermi level near the top of the valence band, as shown in Fig. 5. Near the top of 
the valence band, the F atom becomes to be located at the BC site in the positive charge state. It is of 
great interest that the Cl and F atoms are in the different charge states in bulk GaAs; Cl in the positive 
and F in the negative charge state. Furthermore, these charge-state properties of the Cl and F atoms 
are much different from those of the H atom in GaAs [5]. The H atom is in the positive charge state at 
the BC site for p-type doping and in the negative charge state at the T site for n-type doping. The 
crossover from the positive to the negative charge states occurs at the middle of the GaAs band gap. 

We examine the possibility of F atoms pairing in GaAs. When two neutral F atoms are deposited 
near the same TQ& site, the resultant F-F distance is 2.48 A, which is much larger than the bond 
length of a F2 molecule of 1.42 A. This indicates that the two F atoms do not bind to form a 
molecule. The pair composed of a F atom at the ABpa site and a F atom at the BC site, that is, 
F(ABGa)-Ga-F(BC)-As, is the most stable configuration of two F atoms. The F(ABca)-Ga, Ga- 
F(BC), and F(BC)-As bond lengths are, respectively, 1.84 Ä, 1.86 A, and 1.86 Ä. This F(ABoa)- 
F(BC) pair is 1.0 eV lower in energy, compared with two isolated F atoms in the neutral charge state 
at the Tea site. It is seen from Fig. 5 that the F-F pair is more stable than the isolated F atoms in 
GaAs near the top of the valence band. The pairing behaviors of F atoms in GaAs also differs from 
those of H atoms in GaAs. The most stable pairing configuration of H atoms is a H2 molecule located 
at the Tea site [5]. 
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Figure 4: Formation energy of the 
different charge states of a Cl atom in 
GaAs as a function of the Fermi energy. 
The Cl atom is loaded at the most stable 
site in each charge state. The dotted line 
refers to the Cl-SiQa complex with a Si 
atom substituting for a Ga atom. The zero 
of the formation energy is the energy of a 
GaAs supercell and an isolated Cl atom in 
vacuum. The Fermi energy is measured 
from the top of the valence band, given in 
units of the energy gap Eg of GaAs. 

Figure 5: Formation energy of the 
different charge states of a F atom in 
GaAs as a function of the Fermi energy. 
The F atom is loacted at the most stable 
site in each charge state. The dotted lines 
refer to the F-Sioa complex with a Si 
atom substituting for a Ga atom and the 
F(ABGa)-F(BC) pair. The zero of the 
formation energy is the energy of a GaAs 
supercell and an isolated F atom in 
vacuum. 

Migration Path. 
We now examine the migration processes of halogen atoms in GaAs. The Cl atom tends to occupy 
the BC site in the positive charge state and migrate through the high-density region in GaAs. As 
schematically shown in Fig. 6, when the Cl atom migrates from the left BC site to the right one in the 
high-density region, the nearest neighbor Ga atom needs to move from the right to the left. Although 
the process of Cl migration is rather complex in this way, we calculate the migration barrier by 
assuming that the Cl atom and the nearest neighbor Ga atom are on the vertical axis at the saddle point 
[Fig. 6(b)]. This simple procedure is known to work well in many systems [10]. The saddle point is 
very close to the Coa site which is the center of two neighboring As atoms, with the Ga-Cl and As-Cl 
bond lengths being 2.13 A and 2.56 Ä, respectively. The migration barrier is calculated to be 0.7 eV. 
Via this migration path, the Cl atom at the BC site moves only around the nearest neighbor Ga atom, 
but does not diffuse through the crystal. The Cl atom needs to move around the Ga and As atoms 
alternately in order to migrate the whole crystal. The migration path around the nearest neighbor As 
atom has a barrier of 1.2 eV at the saddle point near the CAS site, which is the center of two 
neighboring Ga atoms. As a result, the energy barrier for the Cl migration through the whole crystal 
is 1.2 eV. Until the Fermi level reaches just below the bottom of the conduction band, the Cl atom 
exhibits the same migration properties. At the bottom of the conduction band, the Cl atom can diffuse 
through the lattice along a path connecting the Tca and BC sites, with an energy barrier of less than 
0.4 eV. The migration barrier, on the other hand, is 0.9 eV along a path connecting the Tea - H - TAS 

- H -Tea sites in the low-density region. 
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The F atom prefers the Toa or ABoa site in the negative charge state and migrate through the low- 
density region. The migration along a path connecting the Tea - H - TAS - H -Toa sites is calculated to 
be as large as 0.9 eV, which is consistent with the low diffusivity of F atoms observed in GaAs [2]. 
The peculiar features of F atoms exhibiting high diffusivity in AlInAs is an open question to be 
solved. 

Figure 6: The geometry of the 
migration of Cl+ in a (110) plane: 
(a) the initial stable BC, (b) the 
saddle point , and (c) the final 
stable BC geometries. The shadow 
figures are the nominal positions of 
Ga and As atoms in the perfect 
crystal. Filled, open, and dotted 
circles denote Ga, As, and Cl 
aroms, respectively. 

Donor Passivation. 
Next we investigate the interaction of the halogen atom with a Si donor atom in GaAs. When Si 
substitutes for a Ga atom in bulk GaAs, a Si-related donor level is induced at the bottom of the 
conduction band. In this Si-doped GaAs, the minimum-energy configuration for the Cl atom is found 
near a TGa site with the substitutional Si atom as a nearest neighbor. Since the Cl-related energy level 
at the TQa site is much lower than the shallow donor level, the Cl atom behaves as an acceptor. The 
Cl atom electronically passivates the Si donor and the Cl-Si complex is neutral. This passivation is 
accompanied by an effective charge transfer from Si to Cl. The complex of the Cl atom at the Toa 
site and the neighboring Si donor atom is stable by only 0.2 eV against the dissociation into the 
isolated Cl atom at the BC site and the isolated Si atom. After the dissociation, the Si donor is not 
passivated since the Cl atom behaves like a donor at the BC site. The low dissociation energy of the 
Cl-Si complex indicates that the passivation of Si donors by Cl is not effective. 

The F atom in the Si-doped GaAs is most likely to occupy the ABsi site of the Si donor atom and 
form a neutral F-Si complex. The F-Si and As-Si bond lengths are, respectively, 1.73 k and 2.66 Ä. 
The dissociation energy of the F-Si complex is 2.5 eV, which is much larger than that of the Cl-Si 
complex. This implies that F atoms more effectively passivate Si donors in GaAs than Cl atoms. The 
H atom in Si does not bind to the donor atom and occupies the T site of a Si host atom adjacent to the 
donor [4], whereas the H atom in GaAs occupies the ABsi site of the Si donor atom to form a bond 
with it [5]. The configuration for the F atom passivating donors in GaAs is similar to that of the H 
atom in GaAs. 

Etching effects. 
Finally, we make a comparison between Cl and F atoms in the context of etching. During etching of 
GaAs, the insertion of halogen atoms into Ga-As bonds is one of the most essential processes. As 
described above, the Cl atom prefers the BC site in almost the whole region of the Fermi level. This 
means that the Cl atom is likely to insert the Ga-As bond and disrupt the GaAs network, irrespective 
of the doping condition of the GaAs substrate. Thus, the GaAs etching rate by Cl atoms will depend 
slightly on the substrate doping. The F atom prefers the Tea site and does not insert the Ga-As bond, 
which indicates a low etching rate. The etching effect of F atoms, however, will exhibit a large 
dependence on the substrate doping as follows. The F atoms penetrating the GaAs network stay near 
the surface in a large concentration due to the large migration barrier. In heavily doped n-type GaAs, 
the high concentration of negatively charged F atoms near the surface induces a strong band bending 
and generates an inversion layer. Thus, the effective Fermi level near the surface drops to the top of 
the valence band, at which the F atom becomes to occupy the BC site and initiates the disruption of 
the GaAs network. 
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IV.  Conclusions 

We have theoretically investigated the properties of Cl and F atoms in GaAs, such as stable 
configurations, migration paths, charge-state effects, and interaction with dopant atoms, by using the 
first-principles total-energy calculation techniques. The stable charge state of an isolated halogen atom 
is determined as a function of the Fermi energy. It is found that the Cl and F atoms exhibit quite 
different behaviors. The Cl atom prefers the BC site in the positive charge state in spite of its high 
electronegativity, and migrates through the high-density region in GaAs. On the contrary, the F atom 
prefers the Toa site in the negative charge state and diffuses through the low-density region. The 
migration barriers are fairly large for both Cl and F atoms. In the Si-doped GaAs, the F atoms 
passivate Si donors more effectively than the Cl atoms. Only a few experimental investigations of 
isolated halogen atoms in GaAs have been reported so far to allow a comparison with our calculated 
results. Our predictions regarding the charge state, migration path, and etching effect of Cl and F 
atoms provide useful information to understand technologically important halogen reactions. 
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LOW TEMPERATURE INTRINSIC DIFFUSION COEFFICIENT OF 
LITHIUM IN GaAs 
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Abstract. We have determined the intrinsic diffusivity of Li in GaAs in a low-temperature 
range (10-70°C). Li-migration was studied in weakly Li-doped p-type GaAs:Zn at a Schottky 
junction during zero-bias annealing. We describe a method used to evaluate the effective 
diffusion coefficient of a charged mobile defect species from space charge density profiles with 
an arbitrary initial charge distribution. Using data on effective diffusivity and Li-Zn complex 
dissociation frequency we derive an intrinsic diffusion coefficient for interstitial lithium in GaAs, 
Di = 1 x 10"2 exp(-0.67 eV/kT) cm2/s. 

Introduction 
The influence of impurity trapping on low-temperature diffusion kinetics in semiconductors has 
been recognized for a long time. Specifically, early studies on lithium in GaAs indicated a 
non-Fickean, "dissociative" diffusion process. In this study, lithium migration was investigated 
in highly Li-doped samples in the temperature range 250-500°C. An effective diffusivity for 
the initial part of the diffusion process was quoted as 5.3 x lCT1 exp(-1.0 eV/kT) cm2/s 
[1]. Previously, the effect of Li-B pairing on lithium diffusion in silicon had been studied 
quantitatively, yielding kinetic parameters governing the pairing and dissociation of defect 
complexes in the material [2,3]. Recognizing the effect of impurity trapping, the true intrinsic 
diffusivity of Li in silicon was determined at temperatures and in samples where defect pairing 
was insignificant, giving A « 2.5 x 10"3exp(-0.66 eV/kT) cm2/s [4]. Similar work was not 
carried out for Li in GaAs and the effective diffusivity of Fuller and Wolfstirn has been quoted 
in the literature with intrinsic diffusion coefficients of impurities in GaAs [5,6]. 

Our previous studies [7] have indicated that the intrinsic diffusion coefficient of Li in GaAs 
samples exhibiting weak pairing interactions deviates significantly from the effective diffusivity 
proposed by Fuller and Wolfstirn. Wahl [8] has also studied the diffusion of implanted lithium to 
Ga vacancies introduced during the implantation process. In this study, numerical simulations 
indicated a migration energy around 0.6 eV. Activation energies in the range 0.5-0.7 eV are 
generally observed for interstitial diffusion [9]. The present paper describes measurements of 
the effective diffusivity of Li in Zn-doped GaAs. Li passivates Zn acceptors by forming Li-Zn 
complexes but the binding energy of these complexes is particularly low [10], allowing the true 
intrinsic diffusivity of Li to be derived. 

Experiment 
The annealing experiments were performed on horizontal Bridgman Zn-doped GaAs (NA ~ 1016 

cm-3), diffused with Li at 400°C for 8 hours as described elsewhere [11]. The sample was heat- 
treated to reduce the near-surface concentration of Li to approximately 5 x 1015 cm-3. It has 
been shown that at low concentrations, lithium forms complexes with Zn rather than with 
native defects [12]. Schottky diodes were formed by evaporating 1000 Ä of aluminum on the 
sample surface. Charge density profiles were obtained using conventional capacitance-voltage 
[C(V)] techniques, using a 1 MHz Boonton 72B capacitance meter. Thermal annealing was 
carried out under vacuum in an MMR Technologies Joule-Thompson refrigeration system using 
nitrogen gas and equipped with a wide-temperature-range thermal stage. 
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Figure 1: Space charge concentration profiles 
measured at 250 K after annealing at 300 K 
for the indicated annealing time. The initial 
concentration step was obtained after reverse- 
bias annealing at 330 K. 

Measurements were carried out as fol- 
lows. The sample was annealed at 60° C 
for several minutes with a 1.5-V reverse 
bias applied to the diode. The elec- 
tric field in the depletion region of the 
biased diode drives out mobile Li+ and 
the temperature is sufficient to ensure 
complete reactivation of Zn~ acceptors 
in this region [10]. The space charge 
density was recorded after rapid cool- 
ing of the sample to 250 K. With- 
out applying bias to the diode, the sam- 
ple was then heated and maintained at 
the annealing temperature for a period 
of time. Charge density profiles were 
recorded regularly during annealing, af- 
ter freezing the charge distribution by 
rapid cooling to the measurement temper- 
ature. Figure 1 shows charge density pro- 
files recorded during zero-bias annealing at 
300 K. The process was repeated for 
annealing temperatures in the range 280- 
345 K. 

Analysis 
Assuming the simple case of one mobile defect species A and one non-migrating species B which 
may form a defect complex AB, the basic equation describing the diffusion of A in the material 
is 

dt       * dx2      dt " liJ 

Here, Cx is the concentration of species X and superscripts / denote concentrations of free 
(unpaired) atoms. A is the intrinsic diffusivity of species A given by A = A exp(-Em/kT) 
where Em is the migration energy. Furthermore, 

dC. 
dt — oC ACR — VCAB-, JA^B (2) 

where a = 47ri?A and v = u0 exp(-Ed/kT) are the capture coefficient and dissociation rate, 
respectively. R = q2(4:7rekT)~1 is the capture radius and Ed is the dissociation energy of the 
complexes AB. Under certain experimental conditions Eq. (1) simplifies to a conventional 
diffusion equation [13] 

dcA        d*cA 
■- Aff^rr-, (3) dt dx2 

where DeS is an effective diffusivity given by 

D, 'eff : 
A A 

1 + OCBJV 
1 + 4nRDiCB ' (4) 

The simplification of Eqs. (1) and (2) to Eq. (3) rests on two assumptions: (i) The reaction 
described by Eq. (2) must reach thermal equilibrium within a short time compared to typical 
diffusion times and (ii) C{ < CAB [13]. 



Materials Science Forum Vols. 258-263 1829 

In the low-temperature limit where trapping is strong, the effective diffusion coefficient ap- 
proaches a trap-limited diffusion coefficient, Dt = V/4TTRCB, which is independent of the 
intrinsic diffusivity and has a thermal activation energy equal to Ed- At high temperature, the 
effective diffusivity equals the intrinsic diffusivity with an activation energy Em. Since R does 
not change rapidly with temperature, we can define an approximate transition temperature 
where Dt « Dt: 

T   ~ ~ (51 tr~ k\n{4TrRCBD0/^y K ' 

In the analysis of Zundel and Weber [13], the quality of the Si diodes and the relatively high 
dissociation energy of the H-B complex (1.28 eV) allowed the initial charge concentration profiles 
to be modeled as single step functions in a semi-infinite medium in the strong-trapping limit 
(T <C Ttr). In the temperature interval studied, assumptions (i) and (ii) were satisfied, allowing 
measured profiles to be compared with simple analytical solutions of Eq. (3). The present study 
differs from that of Zundel and Weber in two important respects; the low breakdown voltage of 
the diodes prevents us from treating the initial charge concentration as a single step function 
and, furthermore, the diffusion takes place in the transition regime T as Ttr. We have therefore 
carried out numerical simulations to verify the validity of the above approach under the present 
experimental conditions. 

Equations (1) and (2) were solved numerically, using defect concentrations and temperatures 
corresponding to our experiments. The upper graph in Fig. 2 shows the calculated response of 
the system to a sharp initial concentration step after several annealing times. In the calculation 
we used the previously published expression for v [10] and D, given below. The curves show 
C = CB - CA as a function of distance with CB = 5 x 1016 cm-3 and initial conditions of 
CA = 0 for x < 0.48 //m and CU = 5 x 1015 cm-3 for x > .48 //m. These curves correspond 
to charge density profiles in the simple case where defects A and B carry single and opposite 
charges. Dotted lines in the lower graph of Fig. 2 are derivatives of the concentration profiles. 
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Figure 2:   Numerically simulated diffusion 
profiles compared with theory. 
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Figure 3: Effective diffusivity determined 
from numerical simulation. The intrinsic 
diffusivity Dj and the trap-limited diffusiv- 
ity Dt corresponding to parameters used in 
the calculation are shown with dotted lines. 
The numerical simulation follows closely the 
effective diffusivity given by Eq. (4). 
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Analytically, the function dC/dx corresponding to an initial concentration step is a Gaussian 
peak centered at the initial step position. As shown in Fig. 2, the simulated profiles are well 
represented by Gaussian peaks. Analogous to Ref. 13 we introduce the annealing parameter 
s which equals the peak height and can be written as a function of the diffusion length Ld = 
y/W^i. If Eq. (3) holds, the reciprocal peak height 1/s equals Ld%/7r/AC, where AC is the 
initial step height. We confirmed that a linear relationship between 1/s and y/i is rigorously 
satisfied, allowing us to determine DeS from the simulated profiles. Figure 3 shows that effective 
diffusivities estimated from 1/s data of simulated profiles are in excellent agreement with DeS 

given by Eq. (4) in the transition interval between A and Dt. Calculations were also performed 
for high concentrations of the mobile species, CA « CB, using identical kinetic parameters. In 
this case, the diffusion behavior rigorously followed Eq. (3) in the high-temperature limit but 
deviated significantly from Fickean diffusion behavior at temperatures below the transition 
temperature Ttr given by Eq. (5). 

Results 
The excellent agreement between numerical simulation and the approximate expressions (3) 
and (4) in the weak doping limit implies that diffusion in a weakly doped system should follow 
Eq. (3) for any initial charge distribution since any distribution can be regarded as a linear com- 
bination of step functions (or other functions for which Eq. (3) has analytical solutions). We 
therefore determined the effective diffusivity in our samples by comparing experimental profiles 
with solutions of the diffusion equation (3), using a combination of step functions to represent 
the initial conditions. For simplicity, we determine the maximum slope of the measured con- 
centration profiles and compare with analytical values of the annealing parameter s, which is 
now understood to represent the maximum value of dC/dx. With our initial conditions, the 
peak does not remain centered at a fixed position and the reciprocal peak height does not vary 
linearly with \ß- The theoretical variation in 1/s with diffusion length is shown as a solid line 
in Fig. 4. Experimental data are scaled horizontally to fit the theoretical curve, giving values 
of Deff for each temperature. 
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Figure 5: Effective diffusivity from Fig. 4 
(solid circles) plotted against reciprocal an- 
nealing temperature and the intrinsic dif- 
fusivity of Li in GaAs derived from Eq. (4) 
and data on Li-Zn complex dissociation fre- 
quency [10] (open triangles). 
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Using values of v from Ref. 10 we calculate Di from Eq. (4). It was verified that the complex 
dissociation in the present samples was governed by the previously published parameters [10]. 
Figure 5 shows the effective diffusivity derived from the experimental profiles and the corre- 
sponding values of £>,-. A least-squares linear fit through the data gives the intrinsic diffusion 
coefficient for lithium in GaAs 

r.      -,     in2       /-0.67±0.02eV\      2. 
Dt = 1 x 10~2 exp f — ) cm2/s. (6) 

Conclusions 
We have determined the intrinsic diffusivity of Li in GaAs from data on effective diffusivity in a 
weakly trap-limited system. Excellent agreement was obtained between analytical expressions 
and numerical simulations of diffusion behavior. The 0.67 eV migration energy which we derive 
for Li+ in GaAs is consistent with an interstitial process and is close to the 0.6 eV estimate of 
Wahl [8]. It should be kept in mind that the intrinsic diffusivity rarely controls the diffusion 
behavior of reactive species and, in general, that macroscopic diffusion in III-V semiconductors 
is a complicated process, highly dependent on defect concentrations and crystal stoichiometry 
[9]. The high activation energy of the effective diffusion coefficient reported by Fuller and 
Wolfstirn [1] arises from interactions between Li and native defects as noted elsewhere [12] 
and the non-Fickean diffusion behavior can be attributed to the high Li concentration and the 
presence of several complexes with different dissociation energies. 
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Abstract. Low temperature diffusion of boron and phosphorus has been performed for the 
first time into the monocrystalline diamond and 6H-SiC wafers through the controlled 
surface injection of vacancies. By varying the parameters of the surface oxide and 
polycrystalline silicon overlayer during the boron/phosphorus diffusion process, it was 
possible to obtain the planar quantum-size p+n and n+p junctions respectively in the 6H-SiC 
and diamond wafers as well as the 6H-SiC transistor structures. The first findings of the high 
temperature (77 K) quantized conductance and single-hole transistor operation are present, 
which identify the formation of self-assembly quantum wells inside ultra-shallow p+- and n+- 
diffusion profiles. These large-band-gap nanostructures are shown to cause the high 
electroluminescence efficiency of the diamond and 6H-SiC p-n junctions. 

1. Introduction 

Dopant diffusion in semiconductors is known to be amenable to control by adjusting 
the fluxes of self-interstitials and vacancies emerging from the monocrystalline surface. Use 
of thin oxide overlayers deposited on semiconductor wafers in combination with high 
diffusion temperatures has been found to result predominantly in the generation of self- 
interstitials by the oxidized surface, and hence, in increased rates of impurity diffusion by the 
kick-out mechanism [1], while the dissociative vacancy diffusion mechanism is associated 
with thick oxide or polycrystalline silicon overlayers and low diffusion temperatures [2]. 
Therefore, the present work was aimed at the realization of the diamond and 6H-SiC planar 
p-n junctions and transistor structures using thick oxide and polycrystalline silicon overlayers 
in combination with boron/phosphorus low temperature diffusion (<1000°C) which are 
responsible for the domination of the vacancy diffusion mechanisms. 

2. Methods 

The non-equilibrium diffusion experiments involving boron and phosphorus diffusion 
were performed from the gas phase at 1100°C and 900°C into p-type diamond as well as n- 
type 6H-SiC (0001) and epitaxial layers. The working and back side of the 6H-SiC wafers 
were previously oxidized using the pyrolysis of silane, whereas the diamond was covered by a 
thick polycrystalline silicon layer. The parameter that was varied in the course of the short- 
time diffusion was the oxide and polycrystalline silicon overlayer thickness. Diffusion profiles 
obtained were measured using the SIMS technique (Figs. 1 a and b).The use of thick oxide 
and polycrystalline silicon overlayers has been found to lead to an increased depth for the p+- 
n and n+-p junctions up to 40 nm. This low temperature diffusion seems to result from the 
dissociative vacancy diffusion mechanism due to the excessive amount of the vacancies 
generated by the   6H-SiC-Si02 andC-polySi interfaces. 

3. Results 

The forward I-V characteristics of the sample with thick oxide and polycrystalline 
silicon overlayers have exhibited the classical type of the SiC and diamond p-n junctions 
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Fig.I. SIMS dnl 11 for ultra-shallow 6H-SiC diffusion p-n junctions (n) und ii-p-n (mnsislor structure (b): (;i) - 
dilVusion of boron at 900°C, thin (1) and thick (2) oxide overlayer, respectively; (b) - dilTiision of boron (1) at 
900°C and phosphorus (2) at 950°C. 

(Fig.2 and Fig.3). The behaviour of the I-V characteristics as a function of the oxide 
overlayer thickness has correlated with the diffusion profile depth obtained from the SIMS 
data with studying the 6H-SiC p+n junctions (Figs. 1 and 2). A quantum-well 6H-SiC n+-p+-n 
structure (Fig.l b) has been demonstrated as a bipolar or field-effect transistor with the base 
of the quantum well type (5 nm, according to the SIMS data). The I-V characteristics of a 
such transistor reveal the occurrence of the conditions for both the emitter-base and base- 
collector tunneling which is responsible for the realization of the negative induced resistance 
due to avalanche current process [3]. 
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Fig.2. The forward (a) and reverse (b, c) f-V characteristics for the 6H-SiC planar p+-n junctions (0.8 
mm2) obtained using low temperature dilVusion of boron ( 900°C) at thin (I), medium (2) and thick (3) oxide 
overlayer. 
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The crystallographically dependent quantized conductance obtained at 77 K with 
studying the 6H-SiC p+n junction has revealed the quantum wires that are formed as a result 
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Fig.3. The forward (a) and reverse (b, c) I-V characteristics for the diamond planar n+-p junctions (10 
mm2) obtained using low temperature diffusion of phosphorus (il()0°C) at thick polycryslnllinu silicon 
overlayer. 

of the electrostatic confining potential induced by strong charge correlations at the edges of 
the self-assembly quantum wells which are naturally formed inside the p+ ultra-shallow 
diffusion profile (Figs.4 a and b). The tunnel character of the forward and reversal I-V 
characteristics demonstrates a correlation gap in the DOS of degenerate hole gas (Fig.4b), 
which seems to provide the weak localization regime in the crystallographically oriented 
quantum wires (Fig.4a, E 11 [0001]). The energy dispersion of a correlation gap is dependent 
on the local fluctuations in the dopant distribution along a quantum wire, which represent 
the places for the formation of dynamic quantum dots created by the applied voltage in the 
6H-SiC n+-p+-n transistor structure. 
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Fig.4. The quantized conductance as a function of reversal voltage in p+-n junctions (a) and 
band scheme for a quantum wire with a correlation gap in the weak localization regime under 
voltage (b). 

one-electron 
an applied 

The nanotechnology suggested enables to obtain the ultra-shallow 6H-SiC p+n 
junctions and n+-p+-n transistor structures that represent the combinations of 
crystallographically oriented quantum wires and dynamic quantum dots with capacitances up 
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to 10"'9 F, which are enough to observe the charging effects of discrete holes at high 
temperatures (Fig.5a). The high temperature (77 K) 6H-SiC bipolar transistor structure 
which contains the dynamic quantum dot inside the isolated quantum wire reveals periodic 
current oscillations as a function of the applied voltage, evidence supporting operation of a 
single-hole transistor (Fig.5b). , „  

T=77 K 

EF-, 

Fig.5. One-electron band scheme for the isolated quantum wire with dynamic quantum dot created by the 
applied voltage (a) and the reverse I-V characteristics which reveal the charging oscillations due to single hole 
tunnelling (b). 

The creation of a correlation gap system in the DOS of degenerate hole gas has been 
found to result in the induced infrared emission under the strong electric field which ought to 
stimulate the electron/hole injection (Fig.6). The spectrum of infrared induced emission, 
which is due to the annihilation of the electrons and holes injected, reveals the degree of the 
correlation gap disordering. The power of the infrared emission can be enhanced as a result 
of the avalanche current process [3]. 
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Fig.6. The spectrum of the induced infrared emission from the quantum-well 6H-SiC p-n junction under the 
electric field applied along the p-n junction plane at 300 K. The power of the infrared emission (mW/mm2): 
1-90 (200 mA, 30 V), 2-45 (160 mA, 24 V),   3-15 (100 mA, 15 V). The drop in the emission spectrum at 

X=4.21 um corresponds to the absorption due to the natural contamination of  CO2  in   the atmosphere. 

The self-assembly nanostructures obtained represent the basis toward the diamond 
and 6H-SiC light diodes in which both electrons/holes and photons are fully quantized. The 
self-assembly microcavity that is the length of the quantum wire restricted by two 
electrostatically-created quantum dots is find to produce the light emission at the 
wavelengths   which   coincide   with   the   resonance   wavelength   of  such      self-assembly 
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microcavity. The high efficiency electroluminescence that seems to be due to the self- 
assembly nanostructure formation is observed with studying both the diamond and 6H-SiC 
p-n junctions, which is induced by the band-gap and band-shallow impurity level transitions 
(Fig..7 a and b). 

Figure 7c demonstrates also the electroluminescence spectra of the silicon p+n 
junction prepared using the same methods at the diffusion temperature of 800°C which 
contains self-assembly nanostructures, the dimensions of which were controlled using the 
STM technique and in a good agreement with the emission wavelength. 
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Fig.7. The electroluminescence spectra of the diamond (a), 6H-SiC (b) and silicon (c)p-n junctions obtained 

using the low temperature boron (b,c) and phosphorus (a) diffusion. 

4. Summary 

The use of thick oxide overlayers and polycrystalline layers has been demonstrated to 
make it possible the formation of both p+n and n+p junctions in the large-band-gap 
semiconductors. The I-V characteristics exhibit classical type of the 6H-SiC and diamond p-n 
junctions and reveal self-assembly quantum wells and crystallographically-oriented quantum 
wires inside both p+- and n+- ultra-shallow diffusion profiles. These Iarge-band-gap 
nanostructures have been shown to cause the high efficiency electroluminescence of p-n 
junctions obtained, which is also exhibited with studying the self-assembly silicon 
nanostructures prepared using the same low temperature impurity diffusion. 
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Abstract. The effects of background n- and p-type doping on Zn diffusion in GaAs/AlGaAs 
multilayered structures are investigated by secondary-ion mass spectrometry and photoluminescence 
measurements. Zn diffusions are performed at 575 °C into Si-doped, Be doped, and Si/Be-codoped 
identical GaAs/Alo.2Gao.sAs multiple-quantum-well structures. The results obtained by secondary- 
ion mass spectrometry show that the Zn diffused region of all structures are disordered. The effective 
Zn diffusivity and the disordering rate are enhanced by Be doping and reduced by Si doping. 
Photoluminescence measurements give information about different point defects in the multilayered 
structures and the reactions of these defects during the diffusion process. Before Zn diffusion, the Si- 
doped structure contains a high concentration of column-Ill vacancies, whereas column-Ill 
interstitials may be the dominant defects in the Be-doped structure. After Zn diffusion, we observe a 
reduction of column-IH vacancy concentration in the Si-doped sample and an increase in column-DI 
interstitial concentration in the Be-doped sample. A model based on the "kick-out" mechanism of Zn 
diffusion is proposed to explain our observations. The incorporation of Zn into the crystal lattice 
during Zn diffusion results in a column-Ill interstitial supersaturation responsible for the Al-Ga 
interdiffusion. The effective Zn diffusivity and the disordering rate are controlled by the background 
donor or acceptor concentration in the structure and by the column-El interstitial concentration behind 
the Zn diffusion front. The effective Zn diffusivity and the disordering rate increase with increasing 
acceptor concentration, but they decrease with increasing donor concentration. Since column-Ill 
interstitials and column-Ill vacancies can mutually annihilate, the concentration of column-Ill 
interstitial and column-Ill vacancy in the Si-doped structures is reduced, leading to a retardation of Zn 
diffusion. On the contrary, the contribution of the column-Ill interstitial concentration in the Be-doped 
structure to the Zn-diffusion induced column-Ill interstitial supersaturation results in an enhancement 
of the Zn diffusivity. 

Introduction. 
Impurity-induced disordering (IID) that permits alteration of the effective energy gap and the 
refractive index in selected regions of multilayered structures is an useful technique for fabrication of 
optoelectronic devices [1]. Since the multilayered structures consisting of p-doped, and n-doped 
regions are widely used for a variety of devices, it is very important to understand and to control the 
IID process in each of these regions [2]-[4]. Background doping effects have been observed for Si 
diffusion in Zn-doped GaAs bulk material [3] and for Zn diffusion in Si-doped multilayered 
structures [4]-[5]. In this paper, new results obtained by secondary-ion mass spectrometry (SIMS) 
and photoluminescence (PL) measurements are reported for Zn diffusion-induced disordering in Si- 
doped, Be-doped, and Si/Be-codoped identical GaAsAAl0.2Ga0.sAs multiple-quantum-well (MQW) 
structures. This comparative study shows significant effects of background doping on the IID 
process. It permits to clarify the role of the Fermi level and that of the interactions between different 
defects in the IID process. 

Experiment. 
Three GaAs/Alo.2Gao.§As MQW structures (A, B, and C) are grown by molecular-beam epitaxy on 
(001)-oriented Si-doped GaAs (n=2xl018 cm-3) substrates. The growth temperature is 620 °C. These 
MQW structures (Fig. la) consist of the following layers: i) a 0.1 |im thick GaAs cap layer, ii) a 
MQW region with 29 GaAs wells separated by Al0.2Ga0.sAs barriers, iii) a GaAs buffer layer, and 
iv) an AlAs marker. The well thickness is 100+4 Ä, whereas the barrier thickness is 195±5 Ä. 
Samples A and C are uniformly doped with Si (5xl018 cm-3) and Be (lxlO19 cm"3), respectively. 
Sample B is uniformly doped with Si (5xl018 cm-3), but its 10 central well-barrier periods is codoped 
with Be (lxlO19 cm"3). We diffuse Zn into the MQW samples at 575 °C for 4 h, using the sealed- 
ampoule technique [4]-[8] with 48 mg of ZnAs2 source. PL measurements are performed at 77 K, 
using the 632.8 nm line of a He-Ne laser as excitation source and a Si photodiode as detector. The 
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excitation intensity of the laser beam is about 10 W/cm2. The PL spectra are characterized for a probe 
region within 0.5-0.7 u.m below the sample surface. The SIMS profiles are obtained by a CAMECA 
IMS 300 system with a Xe+ primary-ion source at an acceleration voltage of 9.5 kV. A depth 
resolution smaller than 1 nm is achieved for SIMS measurements. 

10" 

Results and discussion. 
Figure la shows a typical SIMS profile of Al concentration that is identical for all samples before Zn 
diffusion. After Zn diffusion, SIMS data reveals a Zn concentration profile and a change in the Al 
concentration profile of all samples (Figs. lb-Id). The Zn concentration profile consists of a slowly 
decreasing high-concentration portion followed by a steep diffusion front. The surface Zn 
concentration is about lxlO20 cm-3. The depth of the Zn diffusion front decreases from sample A to 
sample C. This indicates the effect of background doping on the Zn diffusivity. In addition, the most 
gradual Zn diffusion front is observed for sample A, whereas the most abrupt Zn diffusion front is 
seen for sample C. The amplitude of Al signal oscillation in the region behind the Zn diffusion front 
is gradually reduced, indicating the disordering of MQW structures in this region. The diffused MQW 

structures are composed of 3 regions: 1) an 
ordered region ahead of the Zn diffusion front, 
where the structure remains intact; 2) partially 
disordered and 3) totally disordered regions 
behind the diffusion front. We observe an out- 
diffusion of Al from the disordered MQW 
region into the GaAs cap layer. Hence, Al 
atoms are immobile in the undiffused region, 
whereas they become mobile in the Zn diffused 
region. This underlines the enhancement of Al- 
Ga interdiffusion by Zn diffusion. The Al out- 
diffusion depth in the GaAs cap layer seems to 
be independent of the background doping. 
The PL spectrum of Be-doped sample A before 
Zn diffusion (Fig. 2, t=0h) is dominated by the 
emission line at 1.513 eV (e-Aße) due to the 
transition of electrons from the n=l subband to 
Be acceptor level in the quantum wells [9]. The 
emission band due to the recombination of As 
vacancy-Be acceptor complex (VAs-Be) is 
observed at 1.34 eV [7]-[10], indicating a high 
VAS concentration in sample A. The presence 
of high VAS concentration can result in single 
hops of column-Ill atoms forming column-Ill 
antisites (IIIAS) and column-Ill vacancies (Vm) 
[10]. This is confirmed by the observation of 
the HiAs-related emission line at 1.47 eV [9], 
[10] and the emission band due to the 
recombination of residual donor-Vm acceptor 
complex (D-Vrn) at about 1.23 eV [4]-[10]. On 
the other hand, sample A may contain column- 
Ill interstitials (Im) that can occupy VAS to 
form IIIAS- After Zn diffusion (t=4h), the 
interdiffusion at the barrier-well interface 
modifies the well shape in the diffused region. 
Initially finite square GaAs wells become 
rounded AlGaAs wells and the barrier potential 
is reduced. The electron subbands move 
upward whereas the hole subbands move 
down, causing an increase in the electron-hole 
transition energy [4]-[6]. As a consequence, a 
blue shift of the e-Aße emission line is expected 
for each quantum well. Since the disordering 
levels of the wells are different, we observe a 
broad emission band (e-ha) on the high-energy 
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Figure 1: SIMS results: (a) Typical Al 
concentration profile in the MQW samples 
before Zn diffusion; (b), (c) and (d) Zn and Al 
concentration profiles in samples A, B, and C, 
respectively. 
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Figure 2: 77K PL spectra of sample A before 
and after Zn diffusion at 575 °C for 4 h. 

Figure 3: 77K PL spectra of sample C before 
and after Zn diffusion at 575 °C for 4 h. 

side of the spectrum. The e-Aße emission line is replaced by a new emission line at 1.509 eV (e-Azn)- 
The e-Azn emission line could be due to the recombination of electrons at the n=l subband with Zn 
acceptors in the quantum wells where a high Zn concentration is present but the disordering does not 
begin [4]-[6]. In particular, a significant decrease in intensity of the VAS-Be and D-Vm emission 
bands occurs simultaneously with an increase in intensity of the HlAs-related emission line, indicating 
that the Ini concentration in the sample may increase during Zn diffusion. The increase in Im 
concentration favors the Vm filling and the occupation of VAS by Im to form IIIAS- In addition, a 
reduction of VAS concentration can be expected because Zn diffusion is carried out under As-rich 
condition. 
For the Si-doped sample C, most of Si atoms occupy the column-Ill sites and act as donors. 
Electrons from the Si donors move into GaAs wells and a pseudo-two-dimensional electron gas 
(2DEG) is formed due to high concentration of the free carriers confined in the wells. The screening 
effect of the Coulomb interaction in the 2DEG results in the disappearance of the excitonic emission 
lines related with the MQW structures [4], [5]. Electrons in the 2DEG fill all of the confined states up 
to the Fermi level that locates above the lowest n=l electron quantized subband level in the well. All 
these electrons can participate in the recombination process. As a consequence, the excitonic emission 
line that usually dominates the PL spectrum of undoped MQW samples [11] is replaced by a broad 
emission band labeled 2DEG in the PL spectrum of sample C (Fig. 3, t=0h). Since Si atoms 
incorporate also into As sites and act as acceptors, the emission line at 1.517 eV (e-Asi) is due to the 
transition of electrons in the 2DEG to the Si acceptor level in the wells. The emission band (Sim-Vm) 
due to the recombination of Si donor-Vm complex dominates the PL spectrum because heavily Si- 
doped samples contain a high concentration of Vm [4], [5], [12]. After diffusion (Fig. 3, t=4h), the 
e-Azn and e-ha emission lines appear, indicating the incorporation of Zn in the wells and the 
disordering of the MQW structure. The intensity of the Sim-Vm emission band is significantly 
reduced. This indicates a strong Vm filling effect in the Zn diffused region where column-Ill 
vacancies are filled by other defects generated during Zn diffusion process. 
Since the uniformly Si-doped MQW structure in sample B has a central region codoped with Be, the 
PL spectrum taken on the sample surface before Zn diffusion (Fig. 4, t=0h) exhibits the emission 
peaks similar to those observed in both samples A and C. The 2DEG and Sim-Vm emission bands are 
related with the Si-doped quantum wells.  The e-Asi emission band observed for the Si-doped MQW 
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structure (Fig. 3, t=0) may be hidden by the e- 
Aße emission line. The e-Aße emission line and 
the VAs-Be emission band are originated from 
the Be/Si codoped MQW region. The e-Aße 
emission line due to the transition of electrons 
from n=l subband to Be energy level in the 
Be/Si codoped quantum wells dominates the 
spectrum. The presence of the VAS-Be 
emission band gives evidence for an abundance 
of VAs in the Be/Si codoped region. In spite of 
a high VAS concentration in the Be/Si codoped 
region, the IIIAS emission line seen in the 
spectrum of Be-doped sample A is not 
observed, indicating a lack of Inj in this region. 
A large amount of Vm may exists in the 
codoped region because of Si doping. The 
mutual annihilation of Vm and Irn could result 
in a low Im concentration in this region. This is 
confirmed in the spectrum of sample B after Zn 
diffusion (Fig. 4, t=4h) where a decrease in 
intensity of the VAs-Be and Sim-Vm emission 
bands is observed, but the IDAS emission line 
is absent. As Zn diffuses into the MQW 
structure and the disordering occurs, the e-Azn 
and e-ha emission lines are present in the 
spectrum. 
Our results show that Zn diffuses into both n- 
and p-doped samples where the disordering of 
MQW structure occurs behind the Zn diffusion 
front. The effective Zn diffusivity and the 
disordering rate are enhanced by Be doping 

and reduced by Si doping. In addition, the concentration of Im and Vra that is controlled by the 
background doping plays an important role in the Zn diffusion and disordering process. 
In a III-V semiconductor, Zn diffusion is performed by the fast diffusion of interstitial Zn atoms 
(Znf) and their change-over to occupy a substitutional column-Ill site (Znj)- The interchange 
between Znj and Zns can be described by the equation [4]-[6], 13]: 

ENERGY (eV) 

Figure 4: 77K PL spectra of sample B before 
and after Zn diffusion at 575 °C for 4 h. 

Znf <=>Znj+I+ +h+ 
(1) 

where h   denotes a hole. The application of the law of mass action to Eq. (1) yields 

Zn. (2) 

where the square brackets denote the concentration, p is the hole concentration, and Ki is the 
equilibrium constant of Eq. (1). Equations (1) and (2) predict that Zn diffusion induces a 
supersaturation of Im behind the Zn diffusion front. The excess Iin can be free to diffuse through the 
material causing the enhancement of Al-Ga interdiffusion. For Zn diffusion from a constant source 
into a Si-doped sample we can use the following electroneutrality condition [2], [4], [5]: 

p=[Zns]-ND+n (3) 

where ND is the donor concentration, and n is the electron concentration. At the Zn diffusion 
temperature the intrinsic electron concentration, «;, is of the order 1015 cm"3. Since [Zn~]>ND and 
n\«p, we obtain n«p and Eq. (3) can be approximated by 
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p = [Zns]-ND   . 

Assuming that Zn^ are immobile, the Fick's second law for Zn diffusion can be written as 

(4) 

Zn 

dt 
d_ 

AC 
D 

dx 
(5) 

where D; is the diffusivity of Zn;. From Eqs. (2), (4) and (5) we obtain: 

izn ]      -, ( 4Znd 
-I—si = -f D.K, T    (2Zn   -NJ-M ^       /9x    i u inf L   sj     D'   dx 

(6) 

Equation (6) is the standard form of the Fick's second law of diffusion with the effective Zn 
diffusivity, Deff, defined as 

Using a similar procedure for the Be-doped sample, we obtain: 

Deff£DiKl[ImWZns] + NA)     , 

(7) 

(8) 

where NA is the acceptor concentration. Equations (7) and (8) show that Deff is controlled by NA, ND 

and [lm]. For sample A, the presence of NA and additional [lni] before Zn diffusion results in an 

enhancement of Deff. An increase in [lm] after Zn diffusion is observed by PL measurements. The 

Deff value in sample C is determined by ND and [lm]. Since most of Si atoms act as donors, ND 

increases with increasing [Si], leading to a reduction of Deff. On the other hand, [Im] can be 
significantly reduced by the Vm filling effect in which Vm recombines with Im [4], [5]. During 
diffusion, the samples are principally surrounded by vapors of Zn and AS4. They have to move 
toward equilibrium with the surrounding AS4 vapor by maintaining an equilibrium value of [Vm]. 
Excess Vm in sample C can participate in the Vm filling effect, resulting in a reduction of [Im] and a 
retardation of Zn diffusion. In the Si/Be codoped region of sample B, NA and ND are compensated. 
The Deff value of sample B is governed by the Si doping effect. However, this effect is reduced as 
compared with sample C because of the Si/Be codoped region. Equations (7) and (8) explain well our 
experimental observations. 

Conclusion. 
Significant effects of background n- and p-type doping on Zn diffusion in GaAs/AlGaAs multilayered 
structures have been demonstrated. Si doping results in a retardation of Zn diffusion and disordering 
process, while Be doping enhances the Zn diffusivity and the disordering rate. The analysis of PL 
spectra measured on the surface of the Be-doped, Si-doped, and Si/Be codoped MQW samples before 
and after Zn diffusion reveals the important role of Vm and Im in the Zn diffusion process. After Zn 
diffusion, a reduction of Vm concentration in the Si-doped sample and an increase in Im 
concentration in the Be-doped sample are observed. Our model proposed on the basis of the "kick- 
out" mechanism of Zn diffusion indicates that the effective Zn diffusivity and the disordering rate are 
controlled by the Im supersaturation behind the Zn diffusion front and the background donor or 
acceptor concentration of the sample. The high donor concentration and the annihilation of Im by a 
large amount of Vm in the Si-doped structures lead to a retardation of Zn diffusion and disordering. 
On the contrary, the high acceptor concentration and the addition of Im concentration originally 
present in the Be-doped structures to the Zn-diffusion induced Im supersaturation results in an 
enhancement of the Zn diffusivity and the disordering rate. 
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